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Abstract

In the sixth generation (6G) wireless communication networks, ultra-massive multiple-input multiple-

output (MIMO) communication is one of the most promising technologies. In ultra-massive MIMO

channels, the mutual coupling (MC) effect is more obvious when antenna elements are more closely

spaced. In this paper, a novel 6G space-time-frequency (STF) non-stationary massive MIMO channel

model is proposed, which jointly considers MC, antenna efficiency, and near-field steering vectors of

different antenna topologies. As the Shannon capacity theorem is based on the wide-sense stationary

(WSS) channel assumption and cannot be applied to non-stationary channels, we propose a novel

non-stationary channel capacity calculation method that divides the non-stationary channel into WSS

sub-channels. Important statistical properties and channel capacities of the proposed channel model

are derived and verified by ultra-massive MIMO channel measurements and data post-processing. The

results show that the simulated spatial cross-correlation function (CCF) and channel capacity considering

MC and antenna efficiency are closer to measured results. It also shows that antenna topologies have

an impact on channel capacities. Furthermore, channel capacities using the proposed novel calculation

method match the measured channel capacities in non-stationary channels.
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I. INTRODUCTION

Wireless communications aim to continuously improve the coverage and achieve high transmis-

sion data rate [1]. In wireless communication systems, the electromagnetic theory and information

theory are two cornerstones, which can be connected by the wireless channel modeling theory

and antenna theory. The integration of electromagnetic theory and information theory is called

electromagnetic information theory, which attracts more attention from researchers recently [2]–

[5]. The electromagnetic theory can reflect physical phenomena in communication systems and

the information theory can characterize system performances in a mathematical manner [6],

[7]. The wireless propagation channel links the transmitter (Tx) and receiver (Rx) antennas and

carries information via electromagnetic waves, acting as the bridge connecting electromagnetic

theory and information theory. The wireless channel modeling theory is of great importance for

channel estimation, channel capacity analysis, and network planning. However, the influences of

new channel characteristics on system performance are not clear, such as space-time-frequency

(STF) non-stationarities and near-field effects in ultra-massive multiple-input multiple-output

(MIMO). To propose a physically consistent channel model that can characterize communication

environments, it is essential to use the electromagnetic information theory to model and analyze

the wireless channels.

In the sixth generation (6G) wireless communications, ultra-massive MIMO evolving from

massive MIMO with hundreds of antenna elements, shows an excellent performance in high

spectral efficiency, high energy efficiency, and robustness [8], [9]. In [10]–[12], the cluster

evolution on time and array axes and spherical wavefront (SWF) in massive MIMO channel

models were modeled, validating 6G channels can exhibit non-stationarities in STF domains

since multi-antenna, high mobility, and large bandwidth at high-frequency bands, respectively.

When the number of antennas increases, the distance between the Tx and Rx may be sufficiently

small that the plane wavefront (PWF) assumption may not be fulfilled. In [13], a non-stationary

massive MIMO channel model was proposed and the statistical properties in the space domain

and channel capacities of non-stationary channels were studied. Remarkably, compared to deter-

ministic channel models [14]–[16], geometry-based stochastic models (GBSMs) [17]–[19] are



more accurate and flexible, and often used for system simulations in 6G wireless communication

systems.

As the antenna element number increases and antenna spacing decreases in ultra-massive

MIMO, there is always a portion of the energy from the antenna coupled to the other anten-

nas, which is the mutual coupling (MC) effect [20]. This physical phenomenon will be more

prominent in 6G ultra-massive MIMO and holographic MIMO channels [21]. In [22], MC was

obtained with the dipoles displacing in different antenna topologies, which can impact the mutual

impedance. In [23] and [24], a multi-port circuit model and an equivalent antenna circuit were

used to characterize the communication systems. In [25] and [26], the authors analyzed the

influence of MC on channel capacity by different methods. In [27], the achievable rate of a

wideband channel with a compact antenna array was analyzed, and optimal antenna spacing

considering MC was studied. This work also claimed that the performance degradation due to

MC effect can be declined by adopting a proper matching method for wideband antennas and

can achieve the maximum achievable rate. In [28], the influence of MC on antenna pattern and

antenna efficiency in MIMO systems was illustrated. Furthermore, the steering vectors represent

the spatial phase difference caused by the electromagnetic waves coming from a certain direction,

which are important for beamforming and positioning [29], [30]. The steering vector of a uniform

linear array (ULA) in the far field was used in [31], which needs to be expanded to other antenna

topologies and for use in the near field. The boundary between near-field and far-field is the

Rayleigh distance. It is calculated as 2L2/λ, where L and λ are antenna aperture and wavelength,

respectively. In [32], the authors analyzed the impacts of antenna elements and spacing on antenna

gain in massive MIMO systems with ULA and uniform circular array (UCA). In [33], the spectral

efficiency of massive MIMO channels with ULA, uniform plane array (UPA), and UCA in the far

field were analyzed. In short, most MIMO channel models did not jointly consider the influences

of radiation efficiency, MC, and near-field steering vectors of different antenna topologies on

system performance.

The channel capacity is one of the key performance indicators in wireless communications.

Telatar gave the channel capacity formulas in different knowledge of channel state information

(CSI) at the Tx and Rx for the first time in [34]. Channel capacities of multi-antenna channel

models with spatial correlation and MIMO channels with intelligent reflecting surface were

analyzed in [35] and [36], respectively. In [37], the authors proposed a three-dimensional (3D)

non-stationary GBSM with visibility region and calculated the channel capacity. In [38], the



spatio-temporal water-filling algorithm was used to determine the channel capacity when the Tx

and Rx know the CSI. However, the traditional Shannon channel capacity is based on the wide-

sense stationary (WSS) channel assumption, which is not applicable in non-stationary channels.

A channel capacity calculation method for non-stationary channel models needs to be studied

in STF non-stationary channels.

Currently, the massive MIMO channel models have only considered the STF non-stationarity,

MC, and far-field antenna steering vectors separately, and the influences of these factors on

channel capacity are not sufficiently investigated and verified. In addition, the capacity calculation

method can only be used in WSS channels. This paper further extends our previous work in [13]

to fill the research gaps. Specifically, [13] only considered the MC effect in a non-stationary

massive MIMO channel model and analyzed the spatial cross-correlation function (CCF) as well

as channel capacities. In this paper, the proposed novel 6G STF non-stationary massive MIMO

channel model jointly considers antenna MC effect, antenna efficiency, and near-field steering

vectors. The cluster evolution on time, array, and frequency axes is introduced, and a novel

channel capacity calculation method is proposed. The main contributions and novelties of this

paper are summarized as follows.

1) A novel 6G STF non-stationary massive MIMO channel model considering antenna MC

effect, antenna efficiency, and near-field steering vectors of different antenna topologies is pro-

posed. The electromagnetic theory and antenna theory are used to characterize the MC effect

and antenna efficiency. The proposed channel model also contains the near-field steering vectors

of ULA, UPA, and UCA.

2) A novel non-stationary channel capacity calculation method using the stationary intervals

(SIs) in the STF domains is proposed. Non-stationary channel capacities are the summation of

the segmented WSS sub-channel capacities.

3) Important statistical properties in the STF domains and non-stationary channel capacities

are derived and verified by 6G ultra-massive MIMO channel measurements.

The remainder of this paper is organized as follows. In Section II, a 6G STF non-stationary

massive MIMO channel model is established. Statistical properties and non-stationary channel

capacities are derived in Section III. Analytical and simulation results verified by channel

measurements are presented in Section IV. Finally, Section V draws the conclusions.



II. A 6G STF NON-STATIONARY MASSIVE MIMO CHANNEL MODEL

A 6G STF non-stationary massive MIMO channel model is proposed in this section, which

jointly considers the MC, antenna efficiency, and near-field steering vectors. The channel fading

includes large-scale fading (LSF) and small-scale fading (SSF). The LSF includes path loss and

shadow fading caused by obstacles, such as buildings, mountains, and trees. The SSF is caused

by multipath propagation, which is shown in the characteristics of clusters and rays.

A. Channel Matrix

The channel matrix is the multiplication of the LSF and SSF, which can be expressed as

H =
√
PL · SF ·BP · AL ·BL · Cr ·HSSF · CH

t (1)

where PL is path loss, SF is shadow fading, BP is building penetration loss, AL is atmosphere

absorption loss, and BL is blockage loss. The SSF matrix is denoted as HSSF and it contains the

channel impulse response (CIR) of the pth Tx antenna and qth Rx antenna at carrier frequency

fc, where p = 1, ..., Nt, q = 1, ..., Nr. The SSF can be written as HSSF = [hqp,fc(t, τ)]Nr×Nt ,

where Nt and Nr are the numbers of Tx and Rx antennas, respectively. The MC matrices at Tx

and Rx denote as Ct and Cr, respectively. The operator {·}H is the conjugate transposition.

The real channel environments can be classified into rural macro, urban macro, urban micro

scenarios, etc. The path loss indicates the power loss during the signal transmission along paths,

which is related to the propagation distance and frequency [39]. When the channel is in higher

frequency band and has larger bandwidth, the building penetration and atmosphere loss are

much more obvious, especially in millimeter wave (mmWave) and terahertz (THz) channels. The

blockage losses accounting for phase shifts in the diffraction model verified by measurements

were shown in [40] and [41].

The proposed 6G STF non-stationary massive MIMO channel model is illustrated in Fig. 1.

This channel model is built in the Cartesian coordinate system, and the clusters are represented

as spheres and the rays in the clusters are small blue dots in the sphere. The mth ray in the

nth cluster is denoted as rn,m, where m = 1, 2, ...,M(t) and n = 1, 2, ..., N(t). The dashed line

between different clusters means a virtual link. Key parameters of the proposed channel model

are listed in Table I. The CIR of this proposed channel model can be expressed as [18]

hqp,fc(t, τ) =

√
KR(t)

KR(t) + 1
hLoS
qp,fc(t, τ) +

√
1

KR(t) + 1
hNLoS
qp,fc (t, τ) (2)
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Fig. 1. A 6G STF non-stationary massive MIMO channel model.

where hLoS
qp,fc

(t, τ) is the CIR of line-of-sight (LoS) component and hNLoS
qp,fc

(t, τ) is the CIR of non-

LoS (NLoS) component. The variable KR(t) is the time-variant Rician K-factor, which measures

the ratio of LoS power to NLoS power. The CIR of the LoS component is

hLoS
qp,fc(t, τ) =

 Fq,H
(
θRL , φ

R
L

)
Fq,V

(
θRL , φ

R
L

)
T  ejΦ

θθ
L 0

0 ejΦ
φφ
L

 Fp,H
(
θTL , φ

T
L

)
Fp,V

(
θTL , φ

T
L

)
 · ( f

fc

)γL
· e−j

2π
λ
d2D · ej2πfcτLqp(t) · δ(τ − τLqp(t)) (3)

where {·}T is the transpose operator, θTL and φTL are elevation angle of departure (EAoD) and

azimuth angle of departure (AAoD) of the LoS path, respectively, θRL and φRL are elevation angle

of arrival (EAoA) and azimuth angle of arrival (AAoA) of the LoS path, respectively, Fq,H and

Fq,V are the qth Rx antenna patterns in horizontal and vertical polarization directions, respectively.

Similarly, Fp,H and Fp,V are the pth Tx antenna patterns in horizontal and vertical polarization

directions, respectively [39]. In the LoS case, Φθθ
L and Φφφ

L are random initial phases with two

combinations of polarization, which are uniform distributions within [−π, π]. The parameter γL

is a scenario-dependent value in the LoS path, and it describes the trend of how amplitude

decreases as frequency increases. The projection of the transceiver distance on the ground is

denoted as d2D. The propagation delay of the LoS path is



TABLE I

DEFINITIONS OF CHANNEL MODEL PARAMETERS.

Parameters Definitions

ATp , ARq The pth Tx antenna element and the qth Rx antenna element, respectively

δp, δq Tx and Rx antenna spacings, respectively

CTn , CRn The first bounce of the nth cluster at Tx and Rx, respectively

Dqp Distance between the pth Tx and qth Rx

N(t) The total number of clusters at time t

M(t) The total number of rays in the nth cluster at time t

β
T (R)
E , βT (R)

A Elevation and azimuth angles of the Tx (Rx) antenna array, respectively

vT (t), vR(t) Moving speeds of Tx and Rx array at time instant t, respectively

vTn (t), vRn (t) Moving speeds of CTn and CRn at time instant t, respectively

dTn,m, dRn,m Distances from AT1 to CTn and from AR1 to CRn via the mth ray at initial time, respectively

dTp,n,m(t), dRq,n,m(t) Distances from ATp to CTn and from ARq to CRn via the mth ray at time t, respectively

Pqp,n,m(t) Normalized power of the mth ray from the pth Tx antenna and qth Rx antenna at time t

τqp,n,m(t) Delay of the mth ray from the pth Tx antenna and qth Rx antenna at time t

θTn,m, φTn,m EAoD and AAoD for the mth ray in nth cluster, respectively

θRn,m, φRn,m EAoA and AAoA for the mth ray in nth cluster, respectively

αT , αR Angles of moving Tx and Rx antenna array, respectively

θ
T (R)
v , φT (R)

v Travel elevation and azimuth angles of Tx (Rx), respectively

θ
T (R)
vn , φT (R)

vn Travel elevation and azimuth angles of CTn (CRn ), respectively

τLqp(t) = Dqp(t)/c. (4)

Here, Dqp(t) is the relative distance of LoS path, which is calculated as [17]

Dqp(t) = ||lRq − lTp +

∫ t

0

vR(t)− vT (t)dt|| (5)

where || · || denotes the Frobenius norm, lRq is the distance vector between the qth and first

Rx antenna element, and lTp denotes the distance vector between the pth and first Tx antenna

element, which can be expressed as [17]

lTp = δp


cos(βTE) cos(βTA)

cos(βTE) sin(βTA)

sin(βTE)


T

. (6)



Time-variant velocity of Tx array is vT (t), which is written as

vT (t) = vT (t)


cos(θTv (t)) cos(φTv (t))

cos(θTv (t)) sin(φTv (t))

sin(θTv (t))


T

. (7)

When the Tx and Rx are traveling with constant velocity, Dqp(t) in (5) can be calculated as

Dqp(t)
2 = [cos(αR)vRt− cos(αT )vT t− cos(βTE) cos(βTA)δp + cos(βRE ) cos(βRA)δq]

2

+ [sin(αR)vRt− sin(αT )vT t− cos(βTE) sin(βTA)δp + cos(βRE ) cos(βRA)δq]
2

+ [sin(βTE)δp − sin(βRE )δq + sin(θRv )vRt− sin(θTv )vT t]2 (8)

where cos(αR) = cos(θRv ) cos(φRv ) and sin(αR) = cos(θRv ) sin(φRv ), and the corresponding

cos(αT ) and sin(αT ) can be obtained by substituting the superscript R with T .

The CIR of NLoS components can be written as

hNLoS
qp,fc (t, τ) =

N(t)∑
n=1

M(t)∑
m=1

 Fq,H
(
θRn,m, φ

R
n,m

)
Fq,V

(
θRn,m, φ

R
n,m

)
T  ejΦ

θθ
n,m ejΦ

θφ
n,m

√
κn,m

ejΦ
φθ
n,m

√
κn,m

ejΦ
φφ
n,m

 Fp,H
(
θTn,m, φ

T
n,m

)
Fp,V

(
θTn,m, φ

T
n,m

)


√
Pqp,n,m(t) ·

(
f

fc

)γn,m
·ΩΩΩT

q,n,m · ej2πfcτqp,n,m(t) · δ(τ − τqp,n,m(t)) ·ΩΩΩp,n,m (9)

where Φθθ
n,m,Φ

θφ
n,m,Φ

φθ
n,m,Φ

φφ
n,m are random initial phases with four different combinations of

polarization, which are uniform distributions within [−π, π]. Steering vectors of the pth Tx and

qth Rx antenna element via the mth ray in the nth cluster are ΩΩΩp,n,m and ΩΩΩq,n,m, respectively.

The scenario-dependent variable for the mth ray in the nth cluster is denoted as γn,m.

In (3) and (9), the CIRs of LoS and NLoS components are dependent on time, space, and

frequency. The power of the mth ray from the pth Tx antenna and qth Rx antenna at time t is

determined by [17]

P ′qp,n,m(t) = exp(−τqp,n,m(t)
rτ − 1

rτ ·DS
) · 10

−Zn
10 · ξqp (10)

where rτ is the delay factor and DS is the root mean square (RMS) delay spread (DS). The

cluster shadowing is denoted as a Gaussian distribution Zn and ξqp is a lognormal process, which

describes the smooth power transition along Tx and Rx antenna arrays. The delay for the mth

ray in the nth cluster at time t is

τqp,n,m(t) = ||dqp,n,m(t)||/c+ τ̃n,m (11)
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Fig. 2. The geometry relationship of distance between the Tx and cluster.

where dqp,n,m(t) is the summation of the time-variant distance vector from the Tx antenna to

CT
n and distance vector from CR

n to the Rx antenna. The τ̃n,m is the delay of the virtual link

between CT
n and CR

n , which follows an exponential distribution. Then normalized ray power can

be calculated as

Pqp,n,m(t) =
P ′qp,n,m(t)∑N(t)

n=1

∑M(t)
m=1 P

′
qp,n,m(t)

. (12)

When the number of antennas increases and the antenna aperture can be larger, the Rayleigh

distance is larger. The distances between antennas and clusters may be smaller than the Rayleigh

distance, and the propagation is in the near-field. The PWF may be not appropriate in the near

field, so the SWF needs to be considered in channel models. The distance vector between the

pth Tx and mth ray in nth cluster denoted as dTp,n,m(t) is shown in Fig. 2, which is [18]

dTp,n,m(t) = dTn,m −
[
lTp +

∫ t

0

vT (t)− vTn (t)dt

]
(13)

where dTn,m is the distance vector between the first antenna element and the first bounce of

cluster CT
n at Tx, which is written as

dTn,m = dTn,m


cos(θTn,m) cos(φTn,m)

cos(θTn,m) sin(φTn,m)

sin(θTn,m)


T

. (14)

The velocity vector of the nth cluster is vTn (t), which can be written as

vTn (t) = vTn (t)


cos(θTvn(t)) cos(φTvn(t))

cos(θTvn(t)) sin(φTvn(t))

sin(θTvn(t))


T

. (15)



By calculating (13), the distance can be obtained by using second-order approximation
√

1 + x ≈

1 + x/2, which is derived as

dTp,n,m(t) ≈ dTn,m − cos
(
ωTp
)
vT t− cos

(
ϑT
)
δp︸ ︷︷ ︸

WSS PWF

+
sin2

(
ϑT
)
δ2
p

2dTn,m
+

sin2
(
ωTp
) (
vT t
)2

2
[
dTn,m − cos (ϑT ) δp

]︸ ︷︷ ︸
non-stationary SWF

.
(16)

The distance contains WSS PWF and non-stationary SWF terms. In this formula, ϑT is the angle

between Tx antenna array and CT
n , which can be calculated as

cos
(
ϑT
)

= cos
(
θTn,m

)
cos
(
βTE
)

cos
(
βTA − φTn,m

)
+ sin

(
θTn,m

)
sin
(
βTE
)
. (17)

The angle ωTp in (16) is the moving direction of the pth Tx antenna to cluster CT
n , and it can be

calculated as [17]

cos
(
ωTp
)

=
dTn,m cos

(
αT − φTn,m

)
cos
(
θTn,m

)
− δp cos

(
αT − βTA

)
cos
(
βTE
)[(

dTn,m
)2 − 2dTn,mδp cos (ϑT ) + δ2

p

]1/2
. (18)

If the channel has WSS and PWF assumptions, i.e., vT t� dTn,m, δp � dTn,m, the non-stationary

SWF term in (16) is approximated to zero, and the distance dTp,n,m(t) can be simplified as

dTp,n,m(t) ≈ dTn,m − cos
(
ωT
)
vT t− cos

(
ϑT
)
δp. (19)

In this case, the angle in (18) is uncorrelated to the Tx antenna, so it can be written as

cos
(
ωT
)

= cos
(
αT − φTn,m

)
cos
(
θTn,m

)
. (20)

For the Rx side, the corresponding formulas can be obtained by replacing superscript T and

subscript p with superscript R and subscript q.

The cross-polarization power ratio (XPR) for the mth ray in nth cluster can be calculated as

κn,m = 10Xn,m/10 (21)

where Xn,m follows Gaussian distribution with mean value µXPR and standard variance σXPR.

B. Cluster Evolution

To model non-stationarities in the time and space domains, the cluster birth and death process

is proposed in this channel model. Previous work modeled the time and space non-stationarities

separately. However, the appearance and disappearance of clusters on the time axis and array

axis both obey Poisson distributions, so the birth and death process can be jointly modeled in the



time and space domains [10]. According to the cosine theorem, the cluster survival probability

during ∆t with antenna distance ∆rT at Tx can be computed as

P T
sur(∆t,∆r

T ) = e−λD[(εT1 )2+(εT2 )2−2εT1 ε
T
2 cos(φT−βTA)]

1
2 (22)

where λD is the death rate of clusters, εT1 and εT2 are position differences on the time axis and

array axis at the Tx side, respectively. The position difference on the time axis is computed as

εT1 =
∆t

Ds/vT
=
vT∆t

Ds

(23)

where Ds is environment-dependent correlation distance on the time axis. The position difference

on the array axis is written as

εT2 =
∆rT cos(βTE)

Da

(24)

where Da is the correlation distance on the array axis. The values of correlation distances can

be determined according to [39].

To model the non-stationarity in the frequency domain, we can generate correlated clusters

with different delays [42]. The channel correlation parameter of the mith and mjth clusters at

frequency f can be expressed as

ρmi,mj(t, f) =
1

τmi(t)− τmj(t)

(
f

fc

)γ
(25)

where τmi(t) and τmj(t) are the delays of the mith and mjth clusters, respectively. Then, the

cluster survival probability at the Tx side in STF domains is

P T
sur(∆t,∆r

T , f) = ρmi,mj(t, f) · e−λD[(εT1 )2+(εT2 )2−2εT1 ε
T
2 cos(φT−βTA)]

1
2 . (26)

The joint survival probability is calculated as

Psur(∆t,∆r
T ,∆rR, f) = P T

sur(∆t,∆r
T , f) · PR

sur(∆t,∆r
R, f). (27)

The mean value of the newly generated cluster number is computed as

E(Nnew) =
λB
λD

[1− Psur(∆t,∆r
T ,∆rR, f)] (28)

where λB is the birth rate of clusters.
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Fig. 3. A multi-port communication model for the mutual coupling network at the Rx side.

C. Mutual Coupling

As antenna elements are located close to each other, there is a portion of energy coupled with

adjacent antenna elements, and the MC effect needs to be modeled in the channels, especially

in ultra-massive MIMO channels [20]. MC is a physical phenomenon in compact antenna arrays

[21]. It is modeled by the electromagnetic theory and circuit theory and is illustrated in Fig. 3. The

radiation of the coming wave to the Rx antenna array is equivalent to the effect of an external

signal source VS1, VS2, ..., VSNr on each array antenna element. Here, we use an impedance

parameter matrix to represent MC at the Rx side. The signal voltage at the feed point can be

expressed as [43]
Nr∑
j=1

vj = −
Nr∑
j=1

(ijZjj − voj ) (29)

where voj is the open circuit voltage of feed point and Zjj is the mutual impedance between two

antenna elements. From circuit theory, the voltage is written as vj = ijZLj, j = 1, ..., Nr. The

open circuit voltage vector is expressed as [43]

vo = (INr + Z−1
L Z)v (30)

where INr is Nr×Nr identity matrix and Z is the mutual impedance matrix. The load impedance

matrix ZL is a diagonal matrix with elements of ZL1,ZL2, ...,ZLNr . The voltage vector of the

received signal can be computed as

vr = (INr + Z−1
L Z)−1vo. (31)

The voltage vector of the received signal with MC is vcr = Cr · vncr , and the voltage vector of

the received signal without MC is calculated as

vncr = (INr + Z−1
L ZA)−1vo (32)



where the antenna impedance ZA is a diagonal matrix with elements of ZA1,ZA2, ...,ZANr . Then

we can obtain

[Cr − (INr + Z−1
L Z)−1(INr + Z−1

L ZA)]vo = 0. (33)

Assume that there are two antennas and the lengths of the first antenna and second antenna

are l1 and l2, respectively. The vertical and horizontal distances between the two antennas are h

and d, respectively. The open circuit voltage vo2 of the second antenna can be calculated as [22]

vo2 =
1

i2

(∫ l2+h

h

Ez1i2(z)dz +

∫ 2l2+h

l2+h

Ez1i2(z)dz

)
(34)

where i2 is the base current on antenna 2, and its distribution on the z axis is sinusoidal and

can be written as

i2(z) = i2m sin β(z − h) h < z < l2 + h

i2(z) = i2m sin β(2l2 + h− z) l2 + h < z < 2l2 + h (35)

where i2m is the maximum current of i2(z) and β = 2π/λ is the phase constant. The parallel

electric intensity component Ez1 at point z on the second antenna is induced by the first antenna,

which is calculated as [44]

Ez1 = 30i1m

[
−je−jβr1

r1

+
−je−jβr2

r2

+
2j cos βl1e

−jβr0

r0

]
(36)

where r1, r2, and r0 are the distances between the point z on the second antenna and the top,

bottom, and middle of the first antenna.

In (30), the mutual impedance matrix Z is defined in [22] with different antenna topologies.

The self-impedance is the diagonal element of Z, while the non-diagonal element is the mutual

impedance between different antenna elements. According to the reciprocity theorem, the mutual

impedance between two antennas can be computed as

Z12 = Z21 = − i1i2
i1mi2m

· v
o
2

i1
=− 30

[(∫ l2+h

h

sin β(z − h) +

∫ 2l2+h

l2+h

sin β(2l2 + h− z)

)
(
−je−jβr1

r1

+
−je−jβr2

r2

+
2j cos βl1e

−jβr0

r0

)
dz

]
. (37)

When two antennas are in a non-staggered or colinear arrangement with the same length, the

mutual resistance R12 and reactance X12 can be calculated using closed-form expressions [22].

Therefore, the mutual impedance is written as

Z12 = R12 + jX12. (38)



The self-impedance is defined as

Z11 =
V1

I1

∣∣∣∣
I2=0

, Z22 =
V2

I2

∣∣∣∣
I1=0

(39)

where V1 and V2 are induced voltages generated by the currents I1 and I2 on antennas 1 and

2, respectively. Under this condition, Z11 and Z22 are the exact meanings of antenna input

impedance. For the load impedance ZL, it is optimized for capacity maximization using the

single-port matching method [46]. For other antenna arrangements, the impedance matrix can

be obtained by utilizing electromagnetic calculation methods.

D. Antenna Efficiency

MC has a relationship with antenna efficiency, which is related to antenna spacing. When the

element spacing is less than half-wavelength, the antenna efficiency of each element at the Rx

can be calculated as [45]

ηq(δq) =
πLr,xLr,y
Nrλ2

=
πδ2

q

λ2
(40)

where Lr,x and Lr,y are the length and width of antenna array at the Rx side, respectively.

In addition, the antenna efficiency for more complicated antenna arrays may need to use the

full-wave simulation to obtain, which is given as

ηq =
PT − Pq,loss

PT
(41)

where PT is transmit power and Pq,loss is return loss power of the qth port, which can be obtained

in the full-wave simulation software. By calculating (33), the MC matrix considering antenna

efficiency at the Rx side is

Cr = diag(Γr)(INr + Z−1
L Z)−1(INr + Z−1

L ZA) (42)

where diag(Γr) is the diagonal matrix of antenna efficiency, i.e., [Γr]q,q = ηq. The MC matrix

Ct at Tx can be obtained similarly.

E. Antenna Steering Vectors

The typical antenna array topologies include ULA, UPA, and UCA. Steering vectors are used

to estimate the direction of angle and are usually applied to positioning and beamforming [30].

Under different antenna topologies, steering vectors have different forms. The illustrations of
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Fig. 4. The illustrations of steering vectors for (a) uniform linear array, (b) uniform plane array, and (c) uniform circular array.

ULA, UPA, and UCA steering vectors are shown in Fig. 4. The steering vectors at the Rx side

in the far field can be obtained as follows.

1) ULA

The distance between two adjacent antenna elements is l, and the number of antenna elements

is Nl. The steering vector of ULA via the mth ray in the nth cluster is calculated as

ΩΩΩq,n,m =
1√
Nl

[1, e−j
2π
λ
l cos θRn,m , ..., e−j

2π
λ

(Nl−1)l cos θRn,m ]T. (43)

2) UPA

The number of antenna elements in UPA is Nx ×Ny and the distance between two adjacent

elements is lu. The steering vector of UPA via the mth ray in the nth cluster is calculated as

ΩΩΩn,m =
1√
NxNy

[1, e−j
2π
λ
lu sin θRn,m(cosφRn,m+sinφRn,m), ..., e−j

2π
λ
lu sin θRn,m((Nx−1) cosφRn,m+(Ny−1) sinφRn,m)]T.

(44)

3) UCA

The number of antenna elements in UCA is Nc and the distance between antenna elements

and the origin is lc. The steering vector of UCA via the mth ray in the nth cluster is written as

ΩΩΩn,m =
1√
Nc

[1, e−j
2π
λ
lc sin θRn,m cos(φRn,m− 2π

Nc
), ..., e−j

2π
λ
lc sin θRn,m cos(φRn,m− 2π

Nc
(Nc−1))]T. (45)

In the near field, we assume that there are M antenna elements in an array, and the source

signal is in the near field of the array. Take the center of the antenna array as the origin of the

coordinate system, the distance between the source signal and the origin is r. The schematic

diagram of the Rx array element in the near field with arbitrary structure is shown in Fig. 5.



Fig. 5. The schematic diagram of the Rx array element in the near field with arbitrary structures.

Assume that the position of the mth element is (xm, ym, zm) and the distance vector to the origin

is rm. The distance between the mth element and the kth source is calculated as

dm,k = ||rk − rm|| =
[
(rk sin θ sinφ− xm)2 + (rk sin θ cosφ− ym)2 + (rk cos θ − zm)2

]1/2
.

(46)

The receiving signals at the origin are set as the reference signals. The steering vector in the

near field can be derived as

ΩΩΩNF =

[
1,

rk
d1,k

e−jk(d1,k−rk), ...,
rk

dM−1,k

e−jk(dM−1,k−rk)

]T

. (47)

If the signal is wideband, the receiving array signals are wideband signals containing multi-

frequency components. Therefore, the steering vector is a function of frequency f , which is

written as

ΩΩΩNF(f) =

[
1,

rk
d1,k

e−j
2πf
c

(d1,k−rk), ...,
rk

dM−1,k

e−j
2πf
c

(dM−1,k−rk)

]T

(48)

which can be used in the near-field region with arbitrary antenna topologies in wideband com-

munication systems.

III. STATISTICAL PROPERTIES AND CHANNEL CAPACITIES

A. STF Correlation Functions

Statistical properties are calculated by the channel transfer function (CTF), which is the Fourier

transform of CIR w.r.t. delay τ . The CTF of the proposed channel model can be written as

Hqp(t, f) =

∫ ∞
−∞

hqp,fc(t, τ)e−j2πfτdτ =

√
KR(t)

KR(t) + 1
HLoS
qp (t, f) +

√
1

KR(t) + 1
HNLoS
qp (t, f).

(49)



The LoS component of the CTF can be calculated as

HLoS
qp (t, f) = hLoS

qp,fc(t, τ) · e−j2πfτLqp(t) (50)

and the NLoS component can be written as

HNLoS
qp (t, f) = hNLoS

qp,fc (t, τ) · e−j2πfτqp,n,m(t). (51)

From (49), the STF correlation function can be computed as

Rqp,q̃p̃(t, f ; ∆t,∆f,∆r) = E{Hqp(t, f)H∗q̃p̃(t+ ∆t, f + ∆f)} (52)

where E{·} is the expectation operator and {·}∗ is the complex conjugate operator. The subscript

q̃p̃ is the antenna pair between the p̃th Tx and q̃th Rx. In addition, ∆r includes ∆rT and ∆rR,

which are distance between pth and p̃th antenna and distance between qth and q̃th antenna,

respectively. By substituting (49) into (52), the STF correlation functions is obtained as

Rqp,q̃p̃(t, f ; ∆t,∆f,∆r) =

√
KR(t)

KR(t) + 1
·

√
KR(t+ ∆t)

KR(t+ ∆t) + 1
RLoS
qp,q̃p̃(t, f ; ∆t,∆f,∆r)

+

√
1

KR(t) + 1
·

√
1

KR(t+ ∆t) + 1
RNLoS
qp,q̃p̃(t, f ; ∆t,∆f,∆r). (53)

Here, the correlation function of LoS component is

RLoS
qp,q̃p̃(t, f ; ∆t,∆f,∆r) = hLoS

qp,fc(t, τ)hLoS*
q̃p̃,fc+∆f (t+ ∆t, τ) · ej2π[(f+∆f)τLq̃p̃(t+∆t)−fτLqp(t)] (54)

and the correlation function of NLoS component is written as

RNLoS
qp,q̃p̃(t, f ; ∆t,∆f,∆r) = hNLoS

qp,fc (t, τ)hNLoS*
q̃p̃,fc+∆f (t+ ∆t, τ) · ej2π[(f+∆f)τq̃p̃,n,m(t+∆t)−fτqp,n,m(t)].

(55)

Clusters experience birth and death processes due to STF non-stationarities, so the correlation

of NLoS component needs to be further expanded as

RNLoS
qp,q̃p̃(t, f ; ∆t,∆f,∆r) =Psur(∆t,∆r

T ,∆rR, f) · hNLoS
qp,fc (t, τ)hNLoS*

q̃p̃,fc+∆f (t+ ∆t, τ)

· ej2π[(f+∆f)τq̃p̃,n,m(t+∆t)−fτqp,n,m(t)] (56)



where Psur(∆t,∆r
T ,∆rR, f) represents the joint survival probability in STF domains. From

the STF correlation function, the temporal autocorrelation function (ACF) can be obtained by

imposing ∆f = 0,∆rT = 0,∆rR = 0, p̃ = p, q̃ = q, which is expressed as

Rqp(t, f ; ∆t) =E{Hqp(t, f)H∗qp(t+ ∆t, f)} =

√
KR(t)

KR(t) + 1
·

√
KR(t+ ∆t)

KR(t+ ∆t) + 1
RLoS
qp (t, f ; ∆t)

+

√
1

KR(t) + 1
·

√
1

KR(t+ ∆t) + 1
RNLoS
qp (t, f ; ∆t). (57)

The temporal ACF of the LoS component is computed as

RLoS
qp (t, f ; ∆t) = hLoS

qp,fc(t, τ)hLoS*
qp,fc(t+ ∆t, τ) · ej2πf [τLqp(t+∆t)−τLqp(t)] (58)

and the temporal ACF of the NLoS component is written as

RNLoS
qp (t, f ; ∆t) =Psur(∆t) · hNLoS

qp,fc (t, τ)hNLoS*
qp,fc (t+ ∆t, τ)

· ej2πf [τqp,n,m(t+∆t)−τqp,n,m(t)] (59)

where Psur(∆t) is separately modeled as a birth and death process and can be calculated as

Psur(∆t) = e−λD
PF (∆vR+∆vT )∆t

Ds (60)

where PF is the probability of the moving cluster. The spatial CCF is obtained by setting

∆t = 0,∆f = 0. Similarly, the frequency correlation function (FCF) is computed by imposing

∆t = 0,∆rT = 0,∆rR = 0, p̃ = p, q̃ = q. From the derivation, the correlation functions are not

only related to the STF differences, but also depend on STF instances, which demonstrates the

STF non-stationary properties of the proposed channel model.

B. Power Spectral Density

The power spectral density (PSD) characterizes the power distribution along the STF domains,

which includes angular PSD, Doppler PSD, and delay PSD. The Doppler PSD can be obtained

from the Fourier transform of temporal ACF w.r.t. time difference ∆t, which is written as

Sqp(t, f ; fd) =

∫ ∞
0

Rqp(t, f ; ∆t)e−j2πfd∆td∆t (61)

where fd is the Doppler frequency. The delay PSD is the inverse Fourier transform of the FCF

w.r.t. frequency difference ∆f , which can be computed as

Sqp(t, f ; τ) =

∫ ∞
0

Rqp(t, f ; ∆f)ej2π∆fτd∆f. (62)



The angular PSD at the Rx side is the Fourier transform of spatial CCF w.r.t. space difference

∆rR, which is calculated as

Sqp(t, f ; ΩR) =

∫ ∞
0

Rqp,q̃p(t, f ; ∆rR)e−j2π∆rRΩRd∆rR (63)

where ΩR denotes the angle at the Rx side. In short, the PSDs in STF domains can be obtained

by the Fourier transform or inverse Fourier transform of correlation functions.

C. More Statistical Properties

From the temporal ACF, the spatial CCF, and the FCF, the coherence time, coherence distance,

and coherence bandwidth can be obtained. For example, the coherence time is the smallest

positive value of time difference ∆t that satisfy the condition |Rqp(t, f ; ∆t)| = 1
2
|Rqp(t, f ; 0)|.

The coherence time is denoted as Tc = ∆t. The coherence distance Dc and coherence bandwidth

Bc are obtained similarly from the STF correlation functions.

From the Doppler PSD in (61), the average Doppler shift µfd and RMS Doppler spread σfd

can be obtained. From the delay PSD in (62), the average delay µτ and RMS DS στ can be

calculated. Similarly, from angular PSD in (63), the average angle µΩ and RMS angular spread

σΩ are obtained. For instance, the average delay can be computed as

µτ =

∫∞
0
τSqp(t, f ; τ)dτ∫∞

0
Sqp(t, f ; τ)dτ

. (64)

The RMS DS can be calculated as

στ =

√∫∞
0

(τ − µτ )2Sqp(t, f ; τ)dτ∫∞
0
Sqp(t, f ; τ)dτ

. (65)

The average delay and RMS DS are the first moment and second central moment of the delay

PSD, respectively.

D. Non-Stationary Channel Capacity Calculation Method

Channel capacities of massive MIMO channel models depend on the knowledge of CSI at the

Tx and Rx. When the CSI is known to the Rx and unknown to the Tx, the conventional ergodic

channel capacity can be calculated as

C = E
{

log2 det

(
I +

ρ

Nt

HHH

)}
(66)

where det{·} is the determinant operator and ρ is the signal-to-noise ratio (SNR). However, this

formula ignores STF non-stationarities of channel models, which cannot apply to non-stationary



channel models. Here, we use the definition of SI to divide the non-stationary channel into WSS

sub-channels. In each SI, the channel can be considered as WSS. The normalized ACF of delay

PSD is calculated as [10]

RΛ(t, f ; ∆t,∆f,∆r) =

∫
Sqp(t, f ; τ)Sqp(t+ ∆t, f + ∆f ; τ)dτ

max{
∫
Sqp(t, f ; τ)2dτ,

∫
Sqp(t+ ∆t, f + ∆f ; τ)2dτ}

. (67)

The SI in the time domain is the maximum time that the ACF of delay PSD is higher than a

threshold cth, which is written as

I(t) = inf {∆t | RΛ(t, f ; ∆t,∆f = 0,∆r = 0) ≤ cth} (68)

where inf{·} is the infimum function. Similarly, the SI in the space domain can be obtained as

D(r) = inf {∆r | RΛ(t, f ; ∆t = 0,∆f = 0,∆r) ≤ cth} (69)

and SI in the frequency domain is expressed as

B(f) = inf {∆t | RΛ(t, f ; ∆t = 0,∆f,∆r = 0) ≤ cth} . (70)

From the SI, the non-stationary channel can be divided into S WSS sub-channels [47]. The

non-stationary channel capacities are the summation of the S WSS sub-channel capacities.

Therefore, the non-stationary channel capacity can be calculated as

C = E

{
1

S

S∑
i,j=1

log2 det

(
I +

ρ

Nt

Ri,jHiH
H
i

)}
(71)

where Hi is the ith WSS sub-channel with MC and Ri,j = E[HiH
H
j ] is the channel correlation

matrix between the ith and jth WSS sub-channel. From the channel measurements, the CSI can

be obtained by space-alternating generalized expectation-maximization (SAGE) algorithm [48],

so the CSI is known to the Tx and Rx. Then, the spatio-temporal water-filling (WF) algorithm

is used to calculate the channel capacity, which is [38]

C =
K∑
n=1

log2

(
1 +

λZ,n |λH,n|2

σ2

)
(72)

where K and λH,n are the rank and the nth singular value of channel matrix, respectively. The

variance of signal noise is σ2 and the eigenvalue of input signal Z(t) is λZ,n, which is the

solution of spatio-temporal WF algorithm [38]

λZ,n =

(
ξ − σ2

|λH,n|2

)+

(73)

where (·)+ equals to zero if the argument is negative and equals to the argument if the argument

is positive and ξ denotes the Lagrange multiplier.



(a) Real measurement environment. (b) Sketch map of channel measurements.

Fig. 6. (a) Real measurement environment and (b) sketch map of the outdoor ultra-massive MIMO scenario.

IV. RESULTS AND ANALYSIS

The ultra-massive MIMO channel measurement campaigns are carried out in an outdoor urban

micro-cell (UMi) scenario. The statistical properties and channel capacities of the proposed

channel model and channel measurements are studied in this section.

A. Channel Measurement Campaigns

The channel measurement environments and the sketch map of the ultra-massive MIMO

scenario are shown in Fig. 6. This measurement campaign was conducted in the China Network

Valley. The channel measurement frequency fc is set at 5.3 GHz and the bandwidth B is 160

MHz. There are 8 omni-directional antennas with 0.88λ antenna spacing equipped at the Tx

side and 128 elements in ULA with 0.6λ antenna spacing are placed at the Rx side. There are

4 switch boxes at the Rx and they can receive 4 parallel signals. Each switch box is capable of

receiving 32 serial signals, thus a total of 128 channels can be measured. The antenna on each

channel is composed of 8 vertical omni-directional patch antennas, which are used for vertical

beamforming. The aperture of the ULA is 4.32 m and the Rayleigh distance is 659 m. There

are three Tx locations and one Rx location, where Tx1 and Tx3 are in the LoS conditions and

Tx2 is in the NLoS condition. They are all located in the near-field region of Rx antenna arrays.

Parameters of channel environments are shown in Fig. 6(b).
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Fig. 7. The resistance, reactance, and mutual impedance of mutual coupling for (a) non-staggered and (b) colinear antenna

arrangements (l1 = l2 = λ/4, fc = 5.3 GHz, c = 3× 108 m/s).

B. Statistical Properties

The simulation parameters are setting as: Nt = 8, Nr = 128, λB = 40/m, λD = 2/m, vT (R) =

10 m/s, Ds = Da = 10 m, D = 200 m, βTA = π/6, βTE = 0, βRA = 0, βRE = 7π/18, σfd = 3, στ =

4, σΩ = 5, and other parameters are set according to 3GPP TR 38.901 channel model [39].

In Fig. 7, the mutual resistance R12, mutual reactance X12, and mutual impedance Z12 of MC

for non-staggered and colinear antenna arrangements are shown. The MC is larger when the

distances of antenna elements are smaller, especially when the distances are within λ. In this

channel measurement campaign, the MC matrix is only considered at the Rx side since it has

smaller antenna spacing. The MC matrix at the Tx side is represented as an identity matrix.

The STF correlation functions of the proposed channel model are illustrated in Fig. 8. The STF

correlation functions are not only dependent on the STF instant values, but also related to STF

differences, which shows the channel STF non-stationarities. The analytical results were obtained

through the plot of the theoretical derivation results of the STF correlation functions according

to (53), while the simulation results were obtained by simulating the correlation functions of

the channel starting from the impulse response. The analytical results are in accordance with

the simulation results, which demonstrates the correctness of derivation and the accuracy of the

proposed channel model.

The coherence distance and Doppler PSD are simulated in Figs. 9 and 10 to optimize the

parameter βRE in the proposed channel model. The results show that when the angle βRE = 70.285◦,
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Fig. 8. (a) Spatial cross-correlation function at different antenna elements, (b) Temporal autocorrelation function at different

time instants, and (c) Frequency correlation function at different carrier frequencies of the non-stationary channel model

(Nt = 8, Nr = 1024, λB = 40 /m, λD = 2 /m, vT (R) = 10 m/s, and γ = 30).

the simulation fits the measurement data better. The optimization of other channel parameters

can also be determined by minimizing the RMS error between simulations and measurements.

In Fig. 11, the analytical, simulated, and measured spatial CCFs of the channel model with MC

and without MC are shown. The spatial CCF with MC is higher than that without MC, which

illustrates that MC can increase the spatial CCF because adjacent antennas have a portion of

energy from each other. The spatial CCF with MC is closest to the measurement, which means
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Fig. 10. Simulated and measured Doppler power spectral densities of the non-stationary channel model with different elevation

angles of the Rx array.

MC needs to be considered in massive MIMO channel models.

The angular PSDs of Tx1, Tx2, and Tx3 in channel measurements are shown in Fig. 12.

Here, the powers of antennas are obtained from channel measurements. The measured angular

PSDs can be fitted with the Laplace distribution, which demonstrates the angle of arrival (AoA)

distribution is likely to be the Laplace distribution for outdoor propagation in urban areas [13].

The AoAs of Tx1 and Tx3 are about 26° and -40°, respectively. They are almost the same as the

channel measurement environments. However, the AoA of Tx2 is different from the environment

due to the trees located around Tx2.



0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

A
b
so

lu
te

 v
al

u
e 

o
f 

lo
ca

l 
sp

at
ia

l 
C

C
F Analytical, with MC

Simulation, with MC

Analytical, without MC

Simulation, without MC

Measurement

Fig. 11. Analytical, simulated, and measured spatial cross-correlation functions with and without mutual coupling

(fc = 5.3 GHz, B = 160 MHz, vT (R) = 0, D = 58 m, βTA = 30◦, βTE = 0, βRA = 0, and βRE = 70.285◦).

C. Channel Capacities

Channel capacities of different antenna topologies such as ULA, UPA, and UCA are compared

in Fig. 13. In the same antenna elements and spacing situation, UCA has the largest channel

capacity, which is because UCA has a larger aperture and has more angle information than

UPA and ULA. In the same antenna aperture situation, UPA has the largest channel capacity,

which illustrates that UPA is the trade-off in terms of physical aperture and channel capacity.

The novel non-stationary channel capacity calculation method influenced by the spatial SI is

analyzed as follows. The spatial SI can be obtained from Fig. 11, and the value at the Rx is

about 8 antennas when the threshold is set to 0.8, so the number of WSS sub-channels can be

calculated as 16. Non-stationary channel capacities are calculated by (71). Channel capacities

of different numbers of WSS sub-channels are illustrated in Fig. 14. The results show that

channel capacities increase with the increasing number of WSS sub-channels, which means the

conventional Shannon capacity calculation method underestimates the true channel capacity in

non-stationary channels. However, non-stationary channel capacities reach the maximum when

the number of sub-channels equals the segments of the spatial SI, which verifies that sub-

channels are WSS in each SI. In the time and frequency domains, the temporal and frequency

non-stationary channel capacities can be obtained similarly.

The simulated and measured channel capacities calculated using the novel non-stationary

calculation method considering and without considering MC are described in Fig. 15. Scenario 1
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Fig. 12. Measured angular power spectral densities and fitted Laplace distributions of (a) Tx1, (b) Tx2, and (c) Tx3

(fc = 5.3 GHz, B = 160 MHz, vT (R) = 0, D = 58 m, βTA = 30◦, βTE = 0, βRA = 0, and βRE = 70.285◦).

is the outdoor ultra-massive MIMO with Tx2 and Rx in Fig. 6(a), and scenario 2 is the indoor

theater channel measured in [49]. It shows that the simulated capacity considering MC is close

to the measured capacity. The simulated capacity without considering MC is higher than that

of the measurement and overestimates the channel capacity. This illustrates the correctness of

the novel channel capacity calculation method and the necessity of adding the MC effect in

non-stationary massive MIMO channel models.

In Fig. 16, simulated and measured channel capacities are calculated by the WF algorithm in

(72) and without the WF algorithm. The result shows that when the SNR is large, the channel

capacity using the WF algorithm is larger than the channel capacity without using the WF

algorithm. The simulated capacity using the WF algorithm is in agreement with the measured
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Fig. 13. Channel capacities of different antenna topologies with (a) the same number of antenna elements and spacing: Nl =

8, Nx = 2, Ny = 4, Nc = 8, l = lu = lc = λ/2, and (b) the same antenna aperture: Nc = 64, lc = 5λ (fc = 5.3 GHz, B =

160 MHz, λB = 40/m, λD = 2/m, vT (R) = 0, γ = 0, βTA = 30◦, βRA = 0, βTE = 0, and βRE = 70.285◦).
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Fig. 14. Channel capacities of the non-stationary channel model with different numbers of wide-sense stationary sub-channels

(Nt = 8, Nr = 128, fc = 5.3 GHz, B = 160 MHz, λB = 40 /m, λD = 2 /m, vT (R) = 10 m/s, γ = 10, βTA = 30◦, βRA =

0, βTE = 0, and βRE = 70.285◦).

capacity. Therefore, the WF algorithm needs to be used when the Tx and Rx know the CSI.

V. CONCLUSIONS

In this paper, we have proposed a novel 6G STF non-stationary massive MIMO channel

model jointly considering the MC, antenna efficiency, and near-field steering vectors. Also, a

novel non-stationary channel capacity calculation method has been proposed. The influences
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Fig. 16. Channel capacities of the non-stationary channel model with and without water-filling algorithm in comparison to the

measurement (Nt = 8, Nr = 128, fc = 5.3 GHz, B = 160 MHz, λB = 40 /m, λD = 2 /m, vT (R) = 0, γ = 10, βTA =

30◦, βRA = 0, βTE = 0, and βRE = 70.285◦).

of MC, antenna efficiency, and steering vectors on channel capacities have been analyzed and

simulated. In comparison to the simulated spatial CCF without MC, the simulated one with

MC is closer to the measurement results, which illustrates the necessity of considering MC in

massive MIMO channels. The results have shown that different antenna topologies can influence

channel capacities. UPA can achieve larger capacities than ULA and UCA when the antenna

aperture is fixed. The non-stationary channel capacity is calculated as the summation of the

channel capacities of separated WSS sub-channels. The channel capacity increases when the



number of WSS sub-channels increases within the spatial SI. The channel capacity which is

calculated using the novel non-stationary channel capacity calculation method and considering

MC matches the measurement results better in comparison to that using conventional calculation

method and without MC. This illustrates the correctness of the non-stationary channel capacity

calculation method and proves the improved accuracy of the proposed 6G non-stationary massive

MIMO channel model considering the MC effect.
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(
−𝑗𝑒−𝑗𝛽𝑟1

𝑟1
+

−𝑗𝑒−𝑗𝛽𝑟2

𝑟2
+

2𝑗 cos𝛽𝑙1𝑒−𝑗𝛽𝑟0

𝑟0
)𝑑𝑧] .

 (37)” 

 

“The self-impedance is defined as  

 𝑍11 =
𝑉1

𝐼1
|
𝐼2=0

, 𝑍22 =
𝑉2

𝐼2
|
𝐼1=0

 (39) 

where 𝑉1 and 𝑉2 are induced voltages generated by the currents 𝐼1 and 𝐼2 on antennas 1 and 2, 

respectively. Under this condition, 𝑍11 and 𝑍22 are the exact meanings of antenna input impedance. 

For the load impedance 𝒁𝐿, it is optimized for capacity maximization using the single-port matching 

method [46]. For other antenna arrangements, the impedance matrix can be obtained by utilizing 

electromagnetic calculation methods. 

 

[46] Y. Fei, Y. Fan, B. K. Lau, and J. S. Thompson, “Optimal single-port matching impedance for 

capacity maximization in compact MIMO arrays,” IEEE Trans. Antennas Propag., vol. 56, no. 11, 

pp. 3566–3575, Nov. 2008.” 

 

4. In general, I find the presentation unbalanced. There is too much information on some things, for 

example spending an entire page on part of the derivation of the formulas for the mutual 

impedance of parallel dipoles made from infinitely thin but perfectly conducting wires, but 

completely omitting self-impedance. 

There is too little information about the setup of the system for the comparison with simulation 

results. For example it is not clear to me whether all antenna arrays consist of dipoles. 

 

Response: In the revised manuscript, the derivation of the mutual impedance of dipoles has been 

described concisely and the calculation of self-impedance has been added to balance the presentation. 

In addition, the configurations of the antenna array have been added in Section IV-A (see sentences 

in the blue font on Page 21): 

 

“There are 4 switch boxes at the Rx and they can receive 4 parallel signals. Each switch box is 

capable of receiving 32 serial signals, thus a total of 128 channels can be measured. The antenna on 

each channel is composed of 8 vertical omni-directional patch antennas, which are used for vertical 

beamforming.”  

 

5. If I understand the formulas in Section II-A correctly, the matrix H_SSF is actually the channel 

frequency response matrix instead of the channel impulse response matrix, because otherwise a 

convolution in (1) would be necessary instead of a multiplication. 

 



Response: In (1), the matrix 𝐻𝑆𝑆𝐹  is the channel impulse response matrix, which is the 

multiplication of the small-scale fading and large-scale fading that is in the power scale. Channel 

impulse response is a function of time and delay, while channel frequency response is a function of 

frequency. They can be converted to each other by the Fourier or inverse Fourier transform. 

 

6. I don't understand the sentence "Notably, wireless channel originating from antennas and carrying 

information via electromagnetic waves, is beneficial for channel estimation, channel capacity 

analysis, and network planning [2].", because any wireless channel is based on how the 

electromagnetic waves propagate between the antennas. 

 

Response: This description is to explain the position and role of wireless channels in communication 

systems, as well as the relationship between wireless channels and electromagnetic theory, antenna 

theory, and information theory. That is the reason why we study the ultra-massive MIMO channel 

model to combine the electromagnetic theory and information theory. In the revised manuscript, we 

have modified the descriptions of the wireless channel in Section I (see sentences in the blue font on 

Page 2): 

 

“The wireless propagation channel links the transmitter (Tx) and receiver (Rx) antennas and carries 

information via electromagnetic waves, acting as the bridge connecting electromagnetic theory and 

information theory. The wireless channel modeling theory is of great importance for channel 

estimation, channel capacity analysis, and network planning.” 

 

7. Some of the authors had a conference paper at PIMRC 2022 (see reference 19), which is very 

similar to this paper, but the manuscript does not state clearly how they are related. What exactly 

is the additional contribution? 

 

Response: The PIMRC’22 conference paper [13] ([19] in the original manuscript) proposed a non-

stationary massive MIMO channel model and analyzed the statistical properties in the space domain 

as well as channel capacities. However, it did not consider the antenna efficiency and near-field 

steering vectors, and the analysis of statistical properties and channel capacities was limited. In the 

revised manuscript, we have added the difference between the conference paper and this paper in 

Section I (see sentences in the blue font on Page 4): 

 

“This paper further extends our previous work in [13] to fill the research gaps. Specifically, [13] only 

considered the MC effect in a non-stationary massive MIMO channel model and analyzed the spatial 

cross-correlation function (CCF) as well as channel capacities. In this paper, the proposed novel 6G 

STF non-stationary massive MIMO channel model jointly considers antenna MC effect, antenna 

efficiency, and near-field steering vectors.” 

 

8. I recommend to remove the claim that you propose a novel non-stationary channel capacity 

calculation method for non-stationary channels, because the idea of dividing the channel into 

WSS sub-channels is hardly new. 

 

Response: Although the idea of dividing the non-stationary channel into WSS sub-channels is not 

new, the idea of using this method in calculating non-stationary channel capacities is first proposed 

in this paper. Most importantly, the method of calculating non-stationary channel capacities without 



dividing the non-stationary channel into WSS sub-channels is not correct. Hence, we would like to 

keep the claim in the revised manuscript. 

 

9. Their authors reference too many of their own papers (20 out of 55 references if I am not mistaken). 

 

Response: In the revised manuscript, we have deleted some of our papers as suggested and added 

some new relevant references. 

 

 

 

Reviewer: 2 

Detailed Comments 

1. Is it possible to include more descriptions in the figure titles? 

 

Response: In the revised manuscript, we have included more descriptions in the figure titles (see 

titles of Figs. 4, 6, 8-12, 15 and 16).  

 

“Fig. 4. The illustrations of steering vectors for (a) uniform linear array, (b) uniform plane array, 

and (c) uniform circular array. 

 

Fig. 6. (a) Real measurement environment and (b) sketch map of the outdoor ultra-massive MIMO 

scenario. 

 

Fig. 8. (a) Spatial cross-correlation function at different antenna elements, (b) Temporal 

autocorrelation function at different time instants, and (c) Frequency correlation function at different 

carrier frequencies of the non-stationary channel model (𝑁𝑡= 8, 𝑁𝑟= 1024, 𝜆𝐵= 40/m, 𝜆𝐷 = 2/m, 

𝑣𝑇(𝑅)= 10 m/s, and γ = 30). 

 

Fig. 9. Normalized coherence distances of the non-stationary channel model with different elevation 

angles of the Rx array. 

 

Fig. 10. Simulated and measured Doppler power spectral densities of the non-stationary channel 

model with different elevation angles of the Rx array. 

 

Fig. 11. Analytical, simulated, and measured spatial cross-correlation functions with and without 

mutual coupling (𝑓𝑐 = 5.3 GHz, B = 160 MHz, 𝑣𝑇(𝑅) = 0, D = 58 m, 𝛽𝐴
𝑇 = 30°, 𝛽𝐸

𝑇 = 0, 𝛽𝐴
𝑅 = 0, 

and 𝛽𝐸
𝑅 = 70.285°). 

 

Fig. 12. Measured angular power spectral densities and fitted Laplace distributions of (a) Tx1, (b) 

Tx2, and (c) Tx3 (𝑓𝑐 = 5.3 GHz, B = 160 MHz, 𝑣𝑇(𝑅) = 0, D = 58 m, 𝛽𝐴
𝑇 = 30°, 𝛽𝐸

𝑇 = 0, 𝛽𝐴
𝑅 = 0, 

and 𝛽𝐸
𝑅 = 70.285°). 

 

Fig. 15. Channel capacities of the non-stationary channel model with and without mutual coupling 

in comparison to the measurements when SNR=15 dB (Scenario 1: Outdoor, 𝑁𝑡= 8, 𝑁𝑟= 128, 𝑓𝑐 

= 5.3 GHz, B = 160 MHz. Scenario 2: Indoor, 𝑁𝑡 = 256, 𝑁𝑟 = 16, 𝑓𝑐 = 11 GHz, B = 200 MHz). 

 



Fig. 16. Channel capacities of the non-stationary channel model with and without water-filling 

algorithm in comparison to the measurement (𝑁𝑡= 8, 𝑁𝑟= 128, 𝑓𝑐 = 5.3 GHz, B = 160 MHz, 𝜆𝐵= 

40/m, 𝜆𝐷 = 2/m, 𝑣𝑇(𝑅)= 0, γ = 10, 𝛽𝐴
𝑇 = 30°, 𝛽𝐸

𝑇 = 0, 𝛽𝐴
𝑅 = 0, and 𝛽𝐸

𝑅 = 70.285°).” 

 

 

2. Please include the axis for Fig.2 and try to re-organize Fig.1 so that it looks clearer. In fig.8 a,b,c 

please make the legend a bit clearer. 

 

Response: In the revised manuscript, we have included the axis for Fig. 2 and reorganized Fig. 1 to 

make it look clearer. In Fig. 8, the analytical result was obtained through the plot of the theoretical 

derivation result of the space-time-frequency correlation functions according to Eq. (53), while the 

simulation result was obtained by simulating the correlation functions of the channel starting from 

the impulse response. The analytical result fits the simulation result very well, illustrating the 

correctness of both derivations and simulations. In the revised manuscript, we have added 

explanations of the analytical results and simulation results in Section IV-B (see sentences in the blue 

font on Page 22): 

 

“The analytical results were obtained through the plot of the theoretical derivation results of the STF 

correlation functions according to (53), while the simulation results were obtained by simulating the 

correlation functions of the channel starting from the impulse response.” 

 

3. In the measured results, why were the values of the Nt and Nr chosen this way? Is there a 

significance for a desired throughput? Also, the frequency and bandwidth seem to be a bit low for 

6G especially when near field is being considered. I am wondering if any study was made on 

higher frequencies with larger BWs? 

 

Response: The values of 𝑁𝑡 and 𝑁𝑟 are decided by the capabilities of the channel sounder and we 

set these values according to the channel measurement setups. In the literature, there are some massive 

MIMO channel measurements with higher frequencies and larger bandwidths in 6G communication 

systems. In [49], the channel measurements of an indoor scenario were carried out on 11 GHz with 

200 MHz bandwidth. In the revised manuscript, we have added the comparative validation with the 

measurements in [49]. 

 



Fig. 15. Channel capacities of the non-stationary channel model with and without mutual coupling 

in comparison to the measurements when SNR=15 dB (Scenario 1: Outdoor, 𝑁𝑡= 8, 𝑁𝑟= 128, 𝑓𝑐 

= 5.3 GHz, B = 160 MHz. Scenario 2: Indoor, 𝑁𝑡 = 256, 𝑁𝑟 = 16, 𝑓𝑐 = 11 GHz, B = 200 MHz). 

 

[49] J. Li, B. Ai, R. He, M. Yang, Z. Zhong, and Y. Hao, “A cluster-based channel model for massive 

MIMO communications in indoor hotspot scenarios,” IEEE Trans. Wireless Commun., vol. 18, no. 

8, pp. 3856–3870, Aug. 2019. 

 

4. The effect of MC seems to be detrimental but if proper matching was done for the UPA I think 

you can use MC to your benefit (you can emphasize this point by referring to ref [36]). 

 

Response: When using the proper matching for specific antenna arrays, the mutual coupling effect 

can be declined and the communication system may achieve a better performance. In the revised 

manuscript, we have added the description of the proper matching on system performance by referring 

to [27] ([36] of the previous manuscript) in Section I (see sentences in blue font on Page 3): 

“This work also claimed that the performance degradation due to MC effect can be declined by 

adopting a proper matching method for wideband antennas and can achieve the maximum achievable 

rate.” 

 

5. It will be nice to have a set of scenarios to proof that the new non-stationary channel capacity 

calculation method holds. Having one scenario might show that it works here but not for others. 

 

Response: In the revised manuscript, we have added the indoor channel measurements on a higher 

frequency in Fig. 15. After the comparison with the measurement, it is found that the simulation 

results of the channel capacity are in good agreement with the measurement results, which proves the 

correctness of the new non-stationary channel capacity calculation method. The description of 

channel measurements and corresponding analysis are described in Section IV-C (see sentences in 

the blue font on Page 26): 

 

“Scenario 1 is the outdoor ultra-massive MIMO with Tx2 and Rx in Fig. 6(a), and scenario 2 is the 

indoor theater channel measured in [49]. 

 

[49] J. Li, B. Ai, R. He, M. Yang, Z. Zhong, and Y. Hao, “A cluster-based channel model for massive 

MIMO communications in indoor hotspot scenarios,” IEEE Trans. Wireless Commun., vol. 18, no. 

8, pp. 3856–3870, Aug. 2019.” 

 

 

 

Reviewer: 3 

Detailed Comments 

The paper considers the joint impact of mutual coupling, near-field effects, and space-time-frequency 

non-stationarity of the massive MIMO channels. The accuracy of the proposed channel modeling is 

verified by real channel measurements. However, most of the equations are taken from previous 

works such as [24], [31], [52]. The novelty and the challenges of the joint consideration of mutual 

coupling, near-field effects, and space-time-frequency non-stationarity are not clearly explained. 

Please see my additional comments: 



 

1. I think there is something wrong with Eqn. (2). Why is only one value of "n" and "m" considered? 

 

Response: In the revised manuscript, we have checked and revised the channel impulse response of 

the proposed channel model in Eq. (2), and it is corrected as  

 ℎ𝑞𝑝,𝑓𝑐(𝑡, 𝜏) = √
𝐾𝑅(𝑡)

𝐾𝑅(𝑡)+1
ℎ𝑞𝑝,𝑓𝑐

LoS (𝑡, 𝜏) + √
1

𝐾𝑅(𝑡)+1
ℎ𝑞𝑝,𝑓𝑐

NLoS(𝑡, 𝜏) (2) 

The corresponding LoS component can be updated as  

 
ℎ𝑞𝑝,𝑓𝑐

LoS (𝑡, 𝜏) = [
𝐹𝑞,𝐻(𝜃𝐿

𝑅 , 𝜙𝐿
𝑅)

𝐹𝑞,𝑉(𝜃𝐿
𝑅 , 𝜙𝐿

𝑅)
]

T

[𝑒
𝑗Φ𝐿

𝜃𝜃
0

0 𝑒𝑗Φ𝐿
𝜙𝜙] [

𝐹𝑝,𝐻(𝜃𝐿
𝑇 , 𝜙𝐿

𝑇)

𝐹𝑝,𝑉(𝜃𝐿
𝑇 , 𝜙𝐿

𝑇)
] ⋅ (

𝑓

𝑓𝑐
)
𝛾𝐿

⋅ 𝑒−𝑗
2𝜋

𝜆
𝑑2D ⋅ 𝑒𝑗2𝜋𝑓𝑐𝜏𝑞𝑝

𝐿 (𝑡) ⋅ 𝛿(𝜏 − 𝜏𝑞𝑝
𝐿 (𝑡))

 (3) 

and the NLoS components can be expressed as  

 
ℎ𝑞𝑝,𝑓𝑐

NLoS(𝑡, 𝜏) = ∑  
𝑁(𝑡)
𝑛=1 ∑  

𝑀(𝑡)
𝑚=1 [

𝐹𝑞,𝐻(𝜃𝑛,𝑚
𝑅 , 𝜙𝑛,𝑚

𝑅 )

𝐹𝑞,𝑉(𝜃𝑛,𝑚
𝑅 , 𝜙𝑛,𝑚

𝑅 )
]

T

[
 
 
 
 𝑒𝑗Φ𝑛,𝑚

𝜃𝜃 𝑒
𝑗Φ𝑛,𝑚

𝜃𝜙

√𝜅𝑛,𝑚

𝑒
𝑗Φ𝑛,𝑚

𝜙𝜃

√𝜅𝑛,𝑚
𝑒𝑗Φ𝑛,𝑚

𝜙𝜙

]
 
 
 
 

[
𝐹𝑝,𝐻(𝜃𝑛,𝑚

𝑇 , 𝜙𝑛,𝑚
𝑇 )

𝐹𝑝,𝑉(𝜃𝑛,𝑚
𝑇 , 𝜙𝑛,𝑚

𝑇 )
]

√𝑃𝑞𝑝,𝑛,𝑚(𝑡) ⋅ (
𝑓

𝑓𝑐
)
𝛾𝑛,𝑚

⋅ 𝛀𝑞,𝑛,𝑚
T ⋅ 𝑒𝑗2𝜋𝑓𝑐𝜏𝑞𝑝,𝑛,𝑚(𝑡) ⋅ 𝛿(𝜏 − 𝜏𝑞𝑝,𝑛,𝑚(𝑡)) ⋅ 𝛀𝑝,𝑛,𝑚

 (9) 

 

2. It seems that d_{2D} is not defined in Eqn. (3). Moreover, the frequency-dependent term and the 

physical interpretation of the parameter \gamma_L should be explained. In addition, what is the 

mathematical form and dimension of steering vectors that correspond to only a single antenna in 

Eqn. (3)? 

 

Response: The dimension of steering vectors of a single antenna is one. Therefore, the steering vector 

in LoS component channel impulse response can be omitted. In the revised manuscript, we have 

modified the expression of Eq. (3) and added the meaning of 𝑑2D  and 𝛾𝐿  in Section II-A (see 

sentences in the blue font on Page 6): 

 
ℎ𝑞𝑝,𝑓𝑐

LoS (𝑡, 𝜏) = [
𝐹𝑞,𝐻(𝜃𝐿

𝑅 , 𝜙𝐿
𝑅)

𝐹𝑞,𝑉(𝜃𝐿
𝑅 , 𝜙𝐿

𝑅)
]

T

[𝑒
𝑗Φ𝐿

𝜃𝜃
0

0 𝑒𝑗Φ𝐿
𝜙𝜙] [

𝐹𝑝,𝐻(𝜃𝐿
𝑇 , 𝜙𝐿

𝑇)

𝐹𝑝,𝑉(𝜃𝐿
𝑇 , 𝜙𝐿

𝑇)
] ⋅ (

𝑓

𝑓𝑐
)
𝛾𝐿

⋅ 𝑒−𝑗
2𝜋

𝜆
𝑑2D ⋅ 𝑒𝑗2𝜋𝑓𝑐𝜏𝑞𝑝

𝐿 (𝑡) ⋅ 𝛿(𝜏 − 𝜏𝑞𝑝
𝐿 (𝑡))

 (3) 

“The parameter 𝛾𝐿 is a scenario-dependent value in the LoS path, and it describes the trend of how 

amplitude decreases as frequency increases. The projection of the transceiver distance on the ground 

is denoted as 𝑑2𝐷.” 

 

3. Why is there no elevation velocity component in the last line of Eqn. (8)? Moreover, is there a 

need to introduce a new notation, i.e., \alpha^R, in addition to the notation in Eqn. (7) for the 

velocity direction? 

 

Response: The elevation velocity component needs to be considered in the last line of Eq. (8). In the 

revised manuscript, we have modified Eq. (8) and defined the notations of 𝛼𝑅 and 𝛼𝑇 in Eq. (8) in 

Section II-A (see sentences in the blue font on Page 8): 

“When the Tx and Rx are traveling with constant velocity, 𝐷𝑞𝑝(𝑡) in (5) can be calculated as 



 

𝐷𝑞𝑝(𝑡)2 = [cos(𝛼𝑅)𝑣𝑅𝑡 − cos(𝛼𝑇)𝑣𝑇𝑡 − cos(𝛽𝐸
𝑇)cos(𝛽𝐴

𝑇)𝛿𝑝 + cos(𝛽𝐸
𝑅)cos (𝛽𝐴

𝑅)𝛿𝑞]
2

+[sin(𝛼𝑅)𝑣𝑅𝑡 − sin(𝛼𝑇)𝑣𝑇𝑡 − cos(𝛽𝐸
𝑇)sin(𝛽𝐴

𝑇)𝛿𝑝 + cos(𝛽𝐸
𝑅)cos(𝛽𝐴

𝑅)𝛿𝑞]
2

+[sin(𝛽𝐸
𝑇)𝛿𝑝 − sin(𝛽𝐸

𝑅)𝛿𝑞 + sin(𝜃𝑣
𝑅)𝑣𝑅𝑡 − sin(𝜃𝑣

𝑇)𝑣𝑇𝑡]
2

 (8) 

where cos(𝛼𝑅) = cos(𝜃𝑣
𝑅)cos(𝜙𝑣

𝑅)  and sin(𝛼𝑅) = cos(𝜃𝑣
𝑅)sin(𝜙𝑣

𝑅) , and the corresponding 

cos(𝛼𝑇) and sin(𝛼𝑇) can be obtained by substituting the superscript R with T.” 

 

4. Why are the antenna spacings at the Tx and Rx so specific numbers such as 0.88 and 0.6 \lambda? 

Why are they greater than half-a-wavelength spacing? 

 

Response: In general, the antenna spacing is usually half-wavelength in antenna analysis. However, 

in the actual production of antenna arrays, the antenna spacing will be slightly greater than half-

wavelength due to the isolation between antenna elements and the size requirements of each antenna 

element. The utilized antenna array is manufactured by a commercial company, so the antenna 

spacing is fixed in the channel measurements.  

 

5. How is the capacity measured in a real channel environment without knowing the coding and 

modulation that achieves it? 

 

Response: The channel capacity is calculated based on the measured channel matrix according to the 

proposed non-stationary channel capacity calculation method in (71). The channel measurement 

system directly transmit and receive signals without coding and modulation. Hence, the coding and 

modulation schemes are not considered in the channel capacity calculation. 

 

6. My main concern is that the paper seems just a combination of previously developed equations 

in the works [24], [31], [52]. The added novelty and challenges are not clear. 

 

Response: This paper is not just a combination of previously developed equations in the works [17], 

[22], [43] ([24], [31], [52] in the original manuscript). In [17], the authors ignored the mutual coupling 

effect and near-field steering vectors in the massive MIMO channel model. In [22], the mutual 

impedance of dipole antennas was derived. However, it did not consider the antenna efficiency and 

calculate the self-impedance and mutual impedance of other types of antenna array. In [43], the 

mutual coupling effect was considered in the spatial correlation model. However, this channel model 

did not include space-time-frequency non-stationarity and near-field spherical wavefront effect. In 

our paper, a novel 6G space-time-frequency non-stationary massive MIMO geometry-based 

statistical model is proposed, which jointly considers the mutual coupling, near-field steering, and 

antenna efficiency. These novelties are clearly mentioned in the original manuscript (see sentences at 

the end of Section I on Page 4).  
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