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Abstract—Channel estimation is a challenging issue for millime-
ter wave (mmWave) and massive multiple-input multiple-output
(MIMO) in the future sixth generation (6G) wireless systems, where
the conventional estimation schemes may fail to track the fast
varying channels, especially in high-speed mobile scenarios. In this
paper, a novel tensor-based uplink channel estimation scheme is
proposed for multi-user MIMO (MU-MIMO) systems over time-
varying channels. In the proposed scheme, a low-overhead pilot
transmission scheme is designed to track the varying channel. The
received uplink signal at the base station (BS) is formulated as
a third-order tensor which admits a CANDECOMP/PARAFAC
(CP) model. The CP decomposition issue is then solved using blind
matrix decomposition, in which the special structures of signals
in the time dimension and the matrix subspace are utilized. By
exploiting low-rank structure of the signal tensor, the channel
parameters (angles of arrival/departure, path gains, and Doppler
shifts) are estimated from the factor matrices. Moreover, the pro-
posed scheme is theoretically analyzed and it is guaranteed with low
pilot overhead. Simulation results verify that the proposed scheme
can outperform the compressed sensing (CS) based scheme and
the iteration-based scheme in terms of accuracy and stability. The
uniqueness of the proposed scheme is also verified in our simulation.

Index Terms—CP decomposition, essentially unique, MU-
MIMO, tensor, time-varying channel estimation.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) and
millimeter-wave (mmWave) are key techniques in the
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fifth-generation (5G) wireless communication systems and will
still play an important role in future sixth-generation (6G)
systems [1]–[6]. Communications at the mmWave band (30–
300 GHz) can offer gigabit-per-second data rate by exploiting
the large bandwidth, and the extremely short wavelength makes
it possible to integrate a large number of antennas into small
devices, which can provide beamforming gain to compensate
for the significant attenuation and signal absorption [7]. In
traditional MIMO systems, each antenna element needs to be
supported by a radio frequency (RF) chain in order to support
fully-digital beamforming. However, this is too expensive for
massive MIMO due to the large number of antenna elements [8].
To address this issue, a hybrid beamforming architecture has
been proposed, aiming to reduce the number of RF chains by
combining analog and digital beamforming [9]. Despite using
a smaller number of RF chains, the performance of hybrid
beamforming architecture has been shown to be similar to the
fully-digitally ones [10]. This is because the sparse nature of the
mmWave makes the channel matrix low-rank [11]. However, to
provide sufficient beamforming gain, the accurate channel state
information (CSI) is required for precoding at the transmitter
and combining at the receiver.

Due to the large number of antennas and high training over-
head, channel estimation is a very challenging issue for massive
MIMO. Many research efforts have been devoted to addressing
this problem, and different approaches have been exploited to
estimate the mmWave channel [12]–[26]. In [12], the deep
convolutional neural network (CNN) was utilized to estimate
the channel for mmWave orthogonal frequency division multi-
plexing (OFDM) systems. The deep CNN is good at extracting
the characteristics to reduce the pilot overhead and estimate the
channel more accurately. Other schemes employed the known
sparse characteristics of mmWave channel to design estimation
algorithms. For example [13]–[18], the estimation of mmWave
channel was formulated as a sparse problem and solved using the
compressive sensing (CS) based method. An adaptive algorithm
was introduced for narrow-band mmWave channel in [13]. The
authors divided the estimation into multilayer corresponding
to multi-resolution codebook and the algorithm begins with a
coarse grid and only the chosen sub-range was refined in the next
stage. The process ends until achieving the desired resolution.
In order to reduce the coherence of angle grids, a non-uniformly
quantized scheme to construct redundant dictionary was pro-
posed in [14]. Besides, a lot of algorithms have been proposed
to deal with the k-sparse problem with high probability [27],
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such as basis pursuit (BP) [28] and orthogonal matching pursuit
(OMP) [29]. However, the CS-based algorithms need iteration
or exhaustive search to achieve the desired resolution, which
is too slow to track the rapid variation of mmWave channel.
Furthermore, the CS methods are based on the assumption that
the angles of arrival (AoAs) and angles of departure (AoDs)
are quantized which lead to quantization errors. Although the
quantization error can be reduced via increasing the number
of quantization levels, the size of the measurement matrix may
increase, requiring more pilots and higher complexity to recover
the parameters.

Tensor theory is a powerful math tool to deal with high-
dimensional data and has been widely used in signal process-
ing [20]–[25]. The downlink channel estimation was investi-
gated in [20] and a conjugate-invariant training sequence was
designed to construct the tensor model. However, this study did
not consider the hybrid beamforming architecture widely used
in mmWave systems. In [21] and [22], the author converted
multi-user channels and frequency selective channels into a
third-order tensor and the channel parameters were estimated us-
ing iteration and one-dimensional search. In addition, low-rank
tensor model can also be combined with traditional methods. A
scheme combining CS with low-rank tensor to solve the multi-
way sparse signal recovery problem was introduced in [25].
However, the CANDECOMP/PARAFAC (CP) decomposition
in these schemes were solved by alternating least-squares (ALS)
algorithm which is not guaranteed to converge to the global
optimum, i.e, the success rate cannot be guaranteed.

The aforementioned works have considered the static channel.
However, high-speed low-latency communications (HSLLC) is
one of potential application scenarios of 6G with massive MIMO
in the mmWave bands [2]. Due to higher Doppler shift, the
coherence time could be much shorter for the mmWave systems
than that for frequencies below 6 GHz [30]. The time-varying
channel has been studied in [18], [24], where the estimation
was decoupled into two separated stages including angle re-
covery followed by gain estimation, and an adaptive angle
estimation algorithm was proposed for searching. However,
it requires exclusive overhead for feedback downlink channel
from the receiver to the base station (BS). To the best of our
knowledge, there are few works investigating the estimation for
uplink MU-MIMO systems over time-varying channels. Such
channels may appear in some important applications such as
the communication between unmanned aerial vehicle (UAV)
group and ground station (GS) [31], the communication between
high-speed trains (HSTs) and GS [32]. This motivates us to
develop efficient channel estimation algorithms for time-varying
uplink mmWave systems.

In this paper, we propose a new channel estimation framework
for uplink mmWave systems over time-varying channels. Com-
paring with previous works, this work focuses more on the char-
acteristics of time-varying channels and the relationship between
the number of paths and the uniqueness of CP decomposition.
Moreover, the special structure of the signal is further explored.
Two assumptions are made: 1) the pilot transmission between
mobile stations (MS) keeps synchronization; 2) the velocities
of MSs are distinct and keep constant in a very short period of

time. The main contributions of this paper are summarized as
follows:
� We design a novel pilot transmission scheme which can

make better use of time domain information to track the
rapid variations of mmWave channel. This scheme only
inserts pilots into the header slots, and uses the character-
istics of time-varying channels to predict the channel state
on the subsequent slots. Therefore, lower pilot overhead is
achieved than the transmission scheme in [18].

� We organize the received signals at the BS as a third-
order low-rank tensor by leveraging the above transmission
scheme and channel sparsity in the angle domain, and the
tensor can fit a CP model. The three dimensions of tensor
signal are space domain, time domain and coding domain.
The uniqueness of the CP model can ensure that the de-
composition does not change the column structure of the
factor matrices which contain CSI. Furthermore, the angle
pairing is not needed in this scheme since all factor matrices
share the same permutation matrix. Considering multiple
dimensions also makes our estimation more accurate.

� We further explore the Vandermonde structure of the third-
factor matrix when the Doppler shifts remain constant
during one frame. By exploiting the Vandermonde struc-
ture and the subspace method, we propose to utilize an
algorithm which only uses basic linear algebra to solve the
CP decmoposition. Compared with the traditional iterative
method, the proposed method has better robustness and
accuracy. Furthermore, we compare the success rate of the
proposed method with that of the ALS-based method [33],
which can verify that the proposed method achieves better
performance.

� Under the uniqueness condition, we derive the relation-
ship between pilot overhead and the number of channel
paths, which verifies that the proposed method can achieve
substantial training overhead reduction. Besides, we an-
alyze the performance of the proposed method both in
single-path channels and multi-path channels for uplink
MU-MIMO systems.

The rest of the paper is organized as follows. In Section II,
we provide notations and some basic definitions of tensor de-
composition. Section III introduces the model for the time-
varying channel and signal model for MU-MIMO systems. The
tensor-based channel estimation algorithm, uniqueness condi-
tion, and computational complexity of the proposed algorithm
are analyzed in Section IV. Simulation results are presented in
Section V. Finally, the conclusions are drawn in Section VI.

II. NOTATIONS AND PRELIMINARIES

A. Notations

Lowercase letters, boldface lowercase letters, boldface capital
letters, and Euler script letters denote scalars, vectors, matrices,
and tensors, respectively, e.g.,x,x,X,X . Superscripts (·)T , (·)∗,
(·)H , (·)−1, and (·)† denote the transpose, conjugate, Hermitian
transpose, matrix inverse, and pseudo inverse, respectively. Sub-
script [x]i, [X]i,j , [X ]i,j,k, Xr, [X]:,m:n denote the i-th entry of
x, element (i, j) of X, element (i, j, k) of third-order tensor X ,
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the r-th column of X and submatrix of X from the m-th to the
n-th rows, respectively. The X(n) denotes the n-th matrix in
a sequence. We use ‖ · ‖F and ‖ · ‖2 for Frobenius norm and
l2-norm. The X̃ denotes an estimate of X. The symbols⊗,�, ∗,
◦ denote Kronecker, Khatri-Rao, Hadamard, and outer product,
respectively. We use D(x) and d(X) to denote the diagonal
matrix formed by x and the diagonal element vector of X, and
∠(z) denotes the operation to extract the phase of the complex
number z. The n× n identity matrix is denoted by In.

B. Tensor Preliminaries

A tensor in this paper is a multidimensional array [33]. Vectors
and matrices can be viewed as the first-order tensor and second-
order tensor, respectively. LetX ∈ CI1×I2×...×IN denote the N -
th order tensor. We briefly provide some preliminaries on tensor
and CP decomposition. More details can be found in [33], [34].

Definition 1 (rank-one tensor): The N -th order tensor X ∈
CI1×I2×...×IN is a rank-one tensor if it can be represented as the
outer product of N vectors {an ∈ CIn}Nn=1, i.e.,

X = a(1) ◦ a(2) ◦ . . . ◦ a(N). (1)

Definition 2 (tensor rank): The rank of tensor X , denoted by
rank(X ), is defined as the minimum number of rank-one tensors
needed to form X as their sum.

Definition 3 (CP decomposition): The CP decomposition
factorizes a tensor X ∈ CI1×I2×...×IN into R rank-one tensors,
which can be written as

X =

R∑
r=1

a(1)
r ◦ a(2)

r ◦ . . . ◦ a(N)
r (2)

where R denotes the rank of tensor. The CP decomposition can
be concisely written as

X = [[A(1),A(2), . . . ,A(N)]]. (3)

Definition 4 (unfolding): The unfolding of tensor X in the
n-th mode is denoted by X(n), which is the process of reorga-
nizing the elements of X into X(n). The element (i1, i2, . . . iN )
of X maps to matrix element (in, j) of X(n), where j = 1 +∑N

k=1
k �=n

(ik − 1)Jk with Jk =
∏k−1

m=1
k �=n

Im. By exploiting factor

matrices, X(n) can be written as

X(n)=A(n)
(
A(N)� . . .�A(n+1) �A(n−1) � . . .�A(1)

)T
.

(4)
Definition 5 (k-rank): The k-rank of a matrix X is denoted

by kX, which is the largest value R such that any R columns of
X are linearly independent.

Definition 6 (essentially unique): The essential unique-
ness means the factor matrices of CP decomposition are
unique up to permutation and scaling ambiguity, i.e., if X =
[[Ă(1), Ă(2), . . . , Ă(N)]] holds, there exists a permutation ma-
trix Π and diagonal scaling matrices {Δ(n)}Nn=1, such that
{Ă(n) = A(n)ΠΔ(n)}Nn=1 and ΠN

n=1Δ
(n) = IR.

Fig. 1. The uplink mmWave MU-MIMO system with hybrid combining at the
BS and analog precoder at MSs.

III. SYSTEM MODEL AND PROBLEM STATEMENT

A. Time-Varying Channel

We consider an uplink MU-MIMO mmWave system consist-
ing of one BS and K MSs, as shown in Fig. 1. To facilitate the
hardware implementation, a fully connected hybrid combiner
structure [4] is employed by the BS and analog precoder is
employed by each MS. The BS is equipped with N

BS
antennas

and M
BS

RF chains with N
BS

>M
BS

, and each MS is equipped
withN

MS
antennas and there is only one RF chain. The MSs have

different velocities, and we aim to jointly estimate the CSI of all
MSs at the BS. By leveraging the sparsity nature of mmWave
channels, we assume a geometric channel model between the
BS and the k-th MS, which consists of Lk scatterers. Compared
with the phase fluctuation caused by the Doppler shift, the
path gains (αl,k(p)), AoAs (θl,k(p)) and AoDs (ϕl,k(p)) vary
negligibly in high-mobility scenarios, since they are from the
large-scale scattering environment and the influence of mobility
is limited in a short period of time [4]. Thus the variations of
channel in a short time can be regarded as only affected by
Doppler shift, and it is reasonable to assume that the path gains
and angles keep constant during one frame [18], [24], i.e.,

αl,k(p) = αl,k, θl,k(p) = θl,k, ϕl,k(p) = ϕl,k. (5)

Under this assumption, the time-varying channel Hk(t) ∈
CN

BS
×N

MS at the t-th time slot of the k-th MS can be written
as [3], [4]

Hk(t) =

Lk∑
l=1

αl,ke
j2πfd

l,kPsTsta
BS

(θl,k)a
H
MS

(ϕl,k) (6)

whereαl,k∼CN
(
0, σ2

α

)
, θl,k, andϕl,k denote the complex path

gain, AoA, and AoD of the k-th MS’s l-th path, respectively, fd

and Ts denote Doppler shift and sampling period, respectively.
The steering vectors of the BS and MS antenna array are rep-
resented by a

BS
(θ) ∈ CN

BS
×1 and a

MS
(ϕ) ∈ CNMS×1. For a

uniform linear array (ULA), the vectors are given by

a
BS

(θ) � 1√
N

BS

[
1, ej

2π
λ
d sin(θ), . . ., ej

2π
λ
d(NBS

−1) sin(θ)
]T
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Fig. 2. The transmission structure for uplink time-varying channel.

a
MS

(ϕ) � 1√
N

MS

[
1, ej

2π
λ
d sin(ϕ), . . ., ej

2π
λ
d(NMS

−1) sin(ϕ)
]T
(7)

where d denotes the antenna spacing between two adjacent
elements and λ denotes the signal wavelength, typically d = λ

2 .

B. Signal Model

A novel pilot transmission scheme is designed for time-
varying channel. Unlike the design in IEEE 802.11a where the
estimation only uses a known preamble in the frame header for
the whole frame, we insert pilots into the first several slots of each
frame. Specifically, a transmission frame is comprised of T + T̄
time slots. The first T slots are used to track the channel and the
CSI of the remaining T̄ slots can be dynamically predicted with
the channel model and the estimated parameters. In this design,
each time slot is divided into Ps intervals. In the first T time
slots, the top P (P 
 Ps) intervals are chosen for training and
the rest for data transmission. The coherence time needs to be
greater than P intervals. The MSs transmit the pilot symbols
precoded by the precoding vector fk,p ∈ CN

MS
×1, p = 1, .., P

at the p-th intervals. Without loss of generality, we set the pilot
symbol sk(p) = 1. The signals can be received simultaneously
by associating with wm ∈ CN

BS
×1,m = 1, . . .,M

BS
at the BS.

The transmission scheme is illustrated in Fig. 2. In the stage of
channel estimation, we do not consider the design of RF precoder
and combiner. Since fk,p and wm are implemented by analog
phase shifters, their entries contain constant magnitudes, i.e.
|[fk,p]i| = 1, |[wm]i| = 1, ∀i. Therefore, the received signal in
the m-th RF chain at the p-th intervals of the t-th time slot can
be written as

ym,t,p =
K∑
k=1

wH
mHk(t)fk,p + nm,t,p (8)

where nm,t,p is zero mean, circularly symmetric complex Gaus-
sian noise. These received signals can be put in a vector as

ym,t =
K∑
k=1

wH
mHk(t)Fk + nm,t (9)

and in a matrix as

Yt =

K∑
k=1

WHHk(t)Fk+Nt

=

K∑
k=1

Lk∑
i=1

αi,ke
j2πfd

k,iTsPstWHa
BS

(θi,k)a
H
MS

(ϕi,k)Fk+Nt

=

L∑
l=1

αle
j2πfd

l TsPstWHa
BS

(θl)a
H
MS

(ϕl)F̄+Nt

=

L∑
l=1

ej2πfd
l TsPst · â

BS
(θl) ◦ âMS

(ϕl)+Nt (10)

where the parameters are defined as

W �
[
w1,w2, . . . ,wMBS

]
∈ CN

BS
×M

BS (11a)

Fk � [fk,1, fk,2, . . . , fk,P ] ∈ CN
MS
×P (11b)

â
BS

(θl) � αlW
Ha

BS
(θl) ∈ CM

BS
×1 (11c)

â
MS

(ϕl) � F̄Ta∗
MS

(ϕl) ∈ CP×1. (11d)

Correspondingly L =
∑K

k=1 Lk, F̄ represents Fk when the l-th
path belongs to k-th MS, where l =

∑k−1
j=1 Lj + i. In (10), the

received signal matrix at the t-th time slot can be formed as
a weighted sum of a set of rank-one outer products. Thus, the
low-rank structure tensorY which admits the CP decomposition
can be obtained by concatenating the received signal matrices in
T time slots, where Yt, t = 0, . . ., (T − 1) are slices of Y . We
have

Y =

L∑
l=1

â
BS

(θl) ◦ âMS
(ϕl) ◦ βl +N

= [[A(1),A(2),A(3)]] +N (12)

where βl � [1, ej2πfd
l TsPs , . . . , ej2πfd

l Ts(T−1)Ps ]T ∈ CT×1,
and N ∈ CM

BS
×P×T denotes the noise tensor. Our target is

to estimate the key parameters
{
fd
l , αl, θl, ϕl

}L
l=1 from the

received tensor. To do this, the third-order tensor Y can be
factorized into three factor matrices, and the essentially unique
(Definition 6) can be ensured under mild conditions. In (12),
the factor matrices can be defined as

A(1) � [â
BS

(θ1) , âBS
(θ2) , . . . , âBS

(θL)]

A(2) � [â
MS

(ϕ1) , âMS
(ϕ2) , . . . , âMS

(ϕL)]

A(3) � [β1,β2, . . . ,βL] (13)

Note that the entries of each column in A(3) constitute a geo-
metric series. Thus, A(3) is a Vandermonde matrix with distinct
generators {zl = ej2πfd

l TsPs}Ll=1.

IV. CHANNEL ESTIMATION FOR TIME-VARYING MU-MIMO
SYSTEMS

In this section, the tensor-based channel estimation algorithm
will be given. The first step is to solve the CP decomposition,
from which we can get three factor matrices. Then, the channel
parameters will be calculated from the three factor matrices. To
have a better comparison, we will firstly introduce the traditional
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Algorithm 1: ALS-Related Algorithm.

Require: the received signal tensor Y ∈ CM
BS
×P×T ,

maximum iterations Jiter, regularization parameter μ and
convergence threshold ε.

1: Generate random initial factor matrices
A(1),A(2),A(3), err

old
.

2: for i = 1 : Jiter do
3: calculate A

(1)
i+1,A

(2)
i+1,A

(3)
i+1 from (15).

4: Ỹi+1 = [[A
(1)
i+1,A

(2)
i+1,A

(3)
i+1]]

5: err
new

= ‖Ỹi+1 − Ỹi‖2
F /‖Ỹi‖2

F .
6: if |err

old
-err

new
| < ε then

7: break;
8: end if
9: err

old
= err

new
;

10: end for
11: return Ã(1), Ã(2), Ã(3).

method and then give the subspace based method to solve the
CP model. Besides, the condition of essential uniqueness is
analyzed, based on which we can derive the relationship between
pilots overhead and the number of channel paths. For simplicity,
the noise term is omitted in the following derivation.

A. CP Decomposition

1) ALS: To perform the CP decomposition, (12) can be for-
mulated into the following problem

min
A(1),A(2),A(3)

‖Y − Ỹ‖2
F (14)

where Ỹ =
[[
A(1),A(2),A(3)

]]
. The most popular way to com-

pute the optimization problem in (14) is ALS algorithm [33],
[34], which iteratively updates factor matrices by fixing all but
one matrix. However, this iterative method has three issues:
1) The convergence rate is unpredictable; 2) The convergence
cannot be guaranteed to the global optimum; 3) The quality
of the initialization seriously affects the final solution. For the
first issue, the regularized ALS (RALS) adds a corresponding
regularization term to each sub-problem to increase the con-
vergence rate, known as the proximal point modification of the
Gauss-Seidel method (PGS) [35]. The sub-problems solved by
iteration can be represented as

A
(1)
i+1←argmin

A(1)

‖Y(1)−A(1)
i

(
A

(3)
i �A(2)

i

)T
‖2
F +μ‖A(1)

i ‖2
F

A
(2)
i+1←argmin

A(2)

‖Y(2)−A(2)
i

(
A

(3)
i �A(1)

i+1

)T
‖2
F +μ‖A(2)

i ‖2
F

A
(3)
i+1←argmin

A(3)

‖Y(3)−A(3)
i

(
A

(2)
i+1�A(1)

i+1

)T
‖2
F +μ‖A(3)

i ‖2
F

(15)
where {A(n)

i+1}3
n=1 are the solutions in the i-th iteration and μ

represents the regularization parameter. The ALS-related algo-
rithm is presented in Algorithm 1.

2) Subspace Based Method: Tensor decomposition is matrix
decomposition in essence. Therefore, we can use the structural

characteristics of the matrix to solve CP decomposition by ma-
trix decomposition. By leveraging the Vandermonde structure
of A(3), we propose to use linear algebra [36] to solve CP
decomposition. Firstly, we choose a pair (K1, L1) subjected to
K1 + L1 = T + 1 (such as K1 = 
(T + 1)/2�, L1 = T + 1−
K1), and define a cyclic selection matrix

Jl =
[
0K1×(l−1) IK1 0K1×(L1−l)

] ∈ CK1×T . (16)

Left multiplying Jl by A(3) can choose the submatrix of A(3)

from the l-th to the (l +K1)-th rows, i.e., [A(3)]l:l+K1 . Accord-
ing to Definition 4, the unfolding of Y in the first dimension can
be written as

Y(1) = A(1)(A(3) �A(2))T ∈ CM
BS
×TP . (17)

Thus, we can expand the dimension of Y(1) as

Ys =
[
(J1 ⊗ IP )Y

T
(1), . . ., (JL1 ⊗ IP )Y

T
(1)

]
=
[((

J1A
(3)
)
�A(2)

)
A(1)T , . . .,

((
JL1A

(3)
)
�A(2)

)
A(1)T

]
.

(18)

Since A(3) is a Vandermonde matrix, we have

JlA
(3) = J1A

(3)D

([
A(3)

]
l,:

)
. (19)

Equation (18) can be rewritten as

Ys =
[((

J1A
(3)D([A(3)]1,:)

)
�A(2)

)
A(1)T , . . . ,((

J1A
(3)D

(
[A(3)]L1,:

))
�A(2)

)
A(1)T

]

=

[((
J1A

(3)
)
�A(2)D

([
A(3)

]
1,:

))
A(1)T , . . . ,

((
J1A

(3)
)
�A(2)D

([
A(3)

]
L1,:

))
A(1)T

]

=
(
A(K1,3) �A(2)

)[
D

([
A(3)

]
1,:

)
A(1)T , . . . ,

D

([
A(3)

]
L1,:

)
A(1)T

]

=
(
A(K1,3) �A(2)

)(
A(L1,3) �A(1)

)T
(20)

where A(K1,3) denotes [A(3)]1:K1:. Consider the blind matrix
(20), what we know is that the Ys is expanded by the observed
data. The

(
A(K1,3)�A(2)

)
and

(
A(L1,3)�A(1)

)
are of full

column rank and row rank, respectively. Let Ys = UΣVH

denote the truncated Singular Value Decomposition (SVD) of
Ys. Since the columns of U span the same subspace as the
columns of Ys, there exists a nonsingular matrix M ∈ CL×L

satisfying

UM = A(K1,3) �A(2) (21a)

V∗ΣM−T = A(L1,3) �A(1). (21b)

For convenience, we define
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U1 � [U]1:(K1−1)P,: ∈ CK1(P−1)×L

U2 � [U]P+1:K1P,: ∈ CK1(P−1)×L (22a)

A(K1,3) �
[
A(K1,3)

]
1:K1−1,:

∈ C(K1−1)×L

A
(K1,3) �

[
A(K1,3)

]
2:K1,:

∈ C(K1−1)×L. (22b)

Since A(K1,3) is a Vandermonde matrix, we have

A
(K1,3)

= A(K1,3)Z (23)

where Z = D([z1, z2, . . ., zL]), and {zl = ej2πfd
l TsPs}Ll=1 are

generators of A(3). By combining (21) and (23), we can obtain

U2M = U1MZ (24)

U†1U2 = MZM−1 � Ẑ. (25)

We note that Z is a diagonal matrix, whose diagonal elements
are {zl}Ll=1. It can be noticed that (25) is a typical similarity
transformation. The Doppler shifts can be extracted from the
eigenvalues of Ẑ. Let Ẑ = QΛQ−1 denote Eigenvalue Decom-
position (EVD), and we have

d(Λ) = d(Z)Π (26a)

Q = MΔΠ (26b)

where Π and Δ represent the permutation matrix and diagonal
scaling matrix, respectively. Thus, the eigenvalues of Ẑ are the
diagonal elements of Z with permutation ambiguity. By exploit-
ing the estimated generators, we can recover the Vandermonde
matrix B(3) from

B(3) = A(3)Π. (27)

The next step is to find A(2) up to permutation and scaling
ambiguity. According to the properties of Kronecker product,
we can get(

b
(K1,3)H
r

b
(K1,3)H
r b

(K1,3)
r

⊗ IP

)(
b(K1,3)
r ⊗ b(2)

r

)
= b(2)

r (28)

where b(K1,3)
r is the r-th column of B(K1,3). Since b(3)

r is gener-
ated by [Λ]r,r, we obtain b

(K1,3)H
r b

(K1,3)
r = K1. By combining

with (21a), (26b), and (27), we get

b(K1,3)
r ⊗ b(2)

r = Uqr. (29)

Then, (28) can be rewritten as(
b
(K1,3)H
r

K1
⊗ IP

)
Uqr = b(2)

r . (30)

Thus, we can recover B(2) = [b
(2)
1 , . . .,b

(2)
L ], which satisfies

B(2) = A(2)ΔΠ. (31)

The procedure to get A(1) is the same as A(2). We have(
b
(L1,3)H
r

b
(L1,3)H
r b

(L1,3)
r

⊗ IM
BS

)(
b(L1,3)
r ⊗ b(1)

r

)
= b(1)

r . (32)

By combining (21b), (26), and (27), we can get(
b(L1,3)
r ⊗ b(1)

r

)
= V∗Σ

[
Q−T

]
:,r

. (33)

Thus (32) can be rewritten as(
b
(L1,3)H
r

L1
⊗ IM

BS

)
V∗Σ

[
Q−T

]
:,r

= b(1)
r . (34)

We can arrange the B(1) = [b
(1)
1 , . . .,b

(1)
L ], which satisfies

B(1) = A(1)Δ−1Π. (35)

Consequently, we have obtained {B(n)}3
n=1 as the estimated

factor matrices of Y up to permutation and scaling ambiguity.
We do not need to pair the AoA, AoD and gain for each
propagation path as [26], because the factor matrices share the
same permutation matrix Π. The ambiguity will be eliminated
in the following subsection.

B. Parameters Estimation and Ambiguity Elimination

We observe from (13) that the columns of the factor matrices
are related to the AoAs and AoDs. Furthermore, the scaling
and permutation ambiguity do not affect the structure of the
columns of factor matrices. Therefore, the AoAs and AoDs can
be estimated from the columns of B(1) and B(2). In fully-digital
beamforming architecture, W is a square matrix and the angles
can be identified by a rotationally invariant technique after
calculating the inverse of W. However, we consider a hybrid
beamforming architecture in which the number of RF chains is
smaller than the number of antennas. It is an underdetermined
system of equations when we try to eliminate the W from B(1).
A cosine correlation based method can be used to handle this
problem as

θ̃r = argmax
θr

|b(1)H
r (WH ã

BS
(θr))|

‖b(1)
r ‖2‖(WH ã

BS
(θr))‖2

(36)

ϕ̃r = argmax
ϕr

|b(2)H
r (F̄T ã

MS
(ϕr))|

‖b(2)
r ‖2‖(F̄T ã

MS
(ϕr))‖2

. (37)

The maximization problems (36)–(37) can also be effectively
solved by performing an one-dimensional search and we can
achieve high accuracy by using dense search grids. Then, the
Doppler shifts can be derived from the generators of B(3) as

f̃d
r =

1
2πTsPs

∠ (Λr.r) . (38)

Using the estimated AoAs, we define

C(1) = WH
[
a

BS
(θ̃1),aBS

(θ̃2), . . .,aBS
(θ̃L)

]
. (39)

Then one has

Y(3) = A(3)
(
A(2) �A(1)

)T
∈ CM

BS
×TP

≈ B(3)
(
B(2) �B(1)

)T
= B(3)

(
B(2) �

(
C(1)Γ

))T
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Algorithm 2: Tensor-Subspace Based Channel Estimation
Algorithm.

Require: the received signal tensor Y ∈ CM
BS
×P×T .

1: Choose a pair (K1, L1) subject to K1 + L1 = T + 1,
and rearrange Y as Ys ∈ CK1P×L1MBS by (20).

2: Calculate the Truncated-SVD of Ys as Ys = UΣVH .
3: Select submatrices U1 and U2 by (22a) and calculate

the EVD as U†1U2 = QΛQ−1.
4: Consider the diagonal elements of Λ as the generators

to reconstruct B(3).
5: Reconstruct B(2) and B(1) by (30) and (34),

respectively.
6: Estimate the AoAs {θ̃r}Lr=1, AoDs {ϕ̃r}Lr=1, Doppler

shifts and path gains {f̃d
r }Lr=1 by (36), (37), (38), and

(42), respectively.
7: return channel parameters{θ̃r, ϕ̃r, f̃

d
r , α̃r}Lr=1 and

channel matrices {H̃k}Kk=1.

= B(3)Γ
(
B(2) �C(1)

)T
(40)

where Γ is a diagonal matrix whose diagonal elements are path
gains which can be written as

Γ � D([α1, . . . , αL]) . (41)

Since vec(ABC) = (CT ⊗A)vec(B) holds, the gains can be
obtained by linear square estimation as

vec(Γ) =
((

B(2) �C(1)
)
⊗B(3)

)†
vec
(
Y(3)

)
. (42)

The proposed tensor-based channel estimation algorithm is sum-
marized in Algorithm 2.

C. Uniqueness Analysis

In this section, we discuss the uniqueness condition of CP de-
composition. Unlike matrix factorization, the CP decomposition
is essentially unique under a mild condition. The most general
conclusion on uniqueness is firstly discussed by Kruskal [37],
depending on the k-rank (Definition 5). Specifically, we have
the following theorem:

Theorem 1 (Kruskal condition [37]): Let X =[[A,B,C]] be
a CP solution which decomposes the third-order tensor X into
R rank-one tensor. The solution is essentially unique if kA +
kB + kC ≥ 2R+ 2.

Theorem 2 (Vandermonde k-rank [38]): A Vandermonde ma-
trix V ∈ Cn×m with distinct nonzero generators is not only
full rank but is also full k-rank, such as kV = rank(V) =
min(n,m).

The proof for Theorem 1 can be found in [39]. From the above
theorem, if the following condition holds

kA(1) + kA(2) + kA(3) ≥ 2L+ 2 (43)

then the
[[
A(1),A(2),A(3)

]]
is an essentially unique solution of

Y in the noiseless case. Following this,
[[
B(1),B(2),B(3)

]]
is

guaranteed to be another solution of Y with the form of (27),
(31), and (35). Since A(3) ∈ CT×L is a Vandermonde matrix
with distinct nonzero generators, according to Theorem 2, the
k-rank of A(3) is

kA(3) = min(T, L). (44)

Considering the k-rank of A(1) and A(2), where the AoAs
and AoDs follow a uniform distribution, and each entry of Fk

and W is chosen uniformly from a unit circle. We can conclude
that the kA(1) is equal to the smaller number of its column and
row with probability one [22], i.e.,

kA(1) = min(M
BS

, L) (45)

kA(2) = min(P,L). (46)

Therefore, the condition in (43) can be expressed as

min (M
BS

, L) + min(P,L) + min(T, L) ≥ 2L+ 2. (47)

AssumingM
BS
≥ L, we only need to ensureP + T ≥ L+ 2

when T ≤ L or P ≤ L to meet the condition in (45). As shown
in pilot transmission scheme, we need to transmit P × T pilots
symbols in one frame. With the determined L, the minimum
overhead can be derived by the following linear programming
problem

min
T,P∈N+

TP

s.t.

⎧⎨
⎩

P + T ≥ L+ 2
T ≥ 2
P ≥ 2

(48)

whereN+ denotes positive integer. SinceL is small in mmWave
channel [4], the uniqueness condition is easy to satisfy with
small T and P . It will be verified in our simulation experiments
(Figs. 10 and 11), and properly increasing pilot overhead will
improve the estimation performance.

Theorem 3 (k-rank of Khatri–Rao Product [38]): Given A ∈
CI×F and B ∈ CJ×F , if kA + kB ≥ F + 1 and IJ ≥ F , then
B�A is full column k-rank.

The aforementioned analysis uses the assumption that all
angles are distinct. However, if there are two propagation paths
with distinct AoAs but the same or very close AoDs, the
condition in (43) cannot be satisfied since kA(2) =1. In our
work, a factor matrices transformation method can be adopted
to deal with this. We note that Ys in (20) can be regarded
as the unfolding form of a new tensor and the new factor
matrices are A(K1,3) �A(2), A(L1,3), and A(1). According to
Theorem 3, we have kA(K1,3)�A(2) =L when kA(K1,3) ≥ L, that
is K1 ≥ L. Because of the Vandermonde structure, we have
kA(L1,3) =min(L1, L). Therefore, the new factor matrices not
only contain all the CSI but also easily satisfy the kruskal
condition

kA(K1,3)�A(2) + kA(L1,3) + kA(1) ≥ 2L+ 2. (49)

D. Computational Complexity Analysis

In practice, channel estimation needs to be fast enough to track
the time-varying channel. Thus, it is necessary to analyze the
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complexity of the proposed channel estimation algorithm. Here,
the main computationally intensive operations will be analyzed
in terms of complex multiplications. For brevity, the interme-
diate variables K1 and L1 are considered to be of the same
complexity level as O(T ). In the stage of CP decomposition,
the expansion operation in step 1 takesO (T 3P 2M

BS

)
flops; the

SVD and EVD in steps 2-3 have the complexity O (T 3PM
BS

)
and O (L3

)
, respectively; the reconstruction of B(2) and B(1)

require O (P 2TL2
)

and O (M 2
BS

TL2
)

flops. In the stage of
parameter estimation, the one-dimensional search of AoAs and
AoDs need O(M

BS
N

BS
GL) and O(PN

MS
GL), respectively.

Finally, the operation of pseudo-inverse to calculate path gains
costs O (T 2P 2M 2

BS
L2
)

flops.
To sum up, the total complexity of the proposed

method is given by O (T 2P 2M 2
BS

L2 +GL(M
BS

N
BS

) + T 3

PM
BS

(P +M
BS

) + TL2
(
P 2 +M 2

BS

))
. In order to improve

the estimation accuracy of angle, the angles grids always
have G > N

BS
N

MS
. Meanwhile, the values of T , P , M

BS
,

and L are smaller than N
BS

and N
MS

. By comparison,
the estimation schemes for time-varying channel in [18]
and [24] have a complexity of O(LG2) and O(LN

BS
N

MS
G).

Hence, the proposed scheme is computationally more
efficient.

V. SIMULATION RESULTS AND DISCUSSION

The performance of the proposed algorithm is evaluated via
computer simulation with the following settings. We consider
a system with one BS and K=3 MSs. The BS and MSs are
equipped with ULA antennas with N

BS
=64 and N

MS
=16,

respectively. The number of RF chain at the BS is set to
M

BS
=10 and only one at the MS. For each channel real-

ization, the path gains follow a circularly symmetric Gaus-
sian distribution αk ∼ CN

(
0, σ2

α=1
)
, and the AoAs/AoDs

are uniformly distributed in [−π2 , π
2 ]. The carrier frequency

is set to fc = 28 GHz since the 28 GHz band is considered
as one of the typical bands for highspeed wireless transmis-
sion [30]. The sampling period is Ts=0.1 µs. The signal-

to-noise ratio (SNR) is defined as SNR = 10log10
(

σ2
α

σ2
n

)
,

where σ2
n is the noise variance. The estimation accuracy

of channel parameters is measured by mean square error
(MSE) as

MSE(x) =
1

Niter

Niter∑
n=1

‖x− x̃‖2
2. (50)

The performance of channel matrices are measured by normal-
ized mean square error (NMSE)

NMSE(H) =
1

Niter

Niter∑
n=1

K∑
k=1

‖Hk − H̃k‖2
F

‖Hk‖2
F

(51)

where H̃k represents the estimation channel of the k-th MS. In
our simulations, all the results are averaged over Niter=5000
Monte-Carlo trials.

Firstly, we examine the performance of proposed algorithm
in a single-path channel (each MS can contribute only one

Fig. 3. Comparison among different algorithms in terms of the successful
recovery probability of angles versus SNR.

distinguishable propagation path), denoted byLk=[1, 1, 1]. The
relative velocities of the three MSs are chosen as [30,90,150] m/s
with fd=[2800, 8400, 14000] Hz. When the carrier frequency
is 28 GHz, a maximum speed of 150 m/s results in the coherence
time of 71.4 µs, which means that the coherence time contains
714 symbols. We set P =8, T =12, Ps=200. In Fig. 3, we
examine the successful recovery probability of AoDs versus
SNR when the estimated angles satisfy |ϕ̃−ϕ|

ϕ ≤ 3%. The fac-
tor matrices of ALS are randomly initialized and Jiter = 200,
ε = 10−4. From this figure, we can see that the proposed method
achieves better performance than the iteration-based method. It
is about 40% better than ALS algorithm at SNR = 30 dB.
This is because the proposed method only uses linear algebraic
operations which is more stable. However, the ALS algorithm
cannot be guaranteed to converge to a global minimum or even
difficult to converge in some special cases. This phenomenon
is called swamp [35] which may require thousands of iterations
to converge. Moreover, the success rate of the ALS scheme is
less than 70% even in the noiseless case. Compared with the
Adaptive Angle Estimation (AAE) [18], the proposed scheme
has similar performance in the high SNR region (SNR ≥
15 dB) and achieves an SNR gain of 5 dB in the low SNR
region.

In Fig. 4, we show the performance curves of the channel
parameters measured by MSE. It indicates that the proposed
method achieves excellent performance when SNR ≥ 10 dB.
In fact, a few failed estimations affect the overall performance
when SNR≤ 10 dB. In addition, we can see the AoAs estimation
achieve better performance than AoDs. This is because that
the BS with more antennas (N

BS
=64) than MSs (N

MS
=16)

provides higher gain. The performance of AoD estimation can
be closer to AoAs when we set N

MS
=32. However, the number

of antennas does not affect the performance of path gains. We
do three hundred simulations to examine the performance of
Doppler shifts for each SNR (0:0.3:30) and the results are
shown in Fig. 5. We can see that with the increase of SNR, the
distribution of estimated value is closer to the actual value. But
even under the condition of SNR = 0 dB, the proposed method
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Fig. 4. MSE performance for proposed method in terms of the parameter
estimation versus SNR.

Fig. 5. The distribution of estimated Doppler shifts versus SNR.

still achieves good performance and almost all estimates have
a deviation of less than 10%. However, as the Doppler shift
increases, the variance of our estimation also increases.

In the designed pilot transmission scheme, the top P intervals
of the first T slots are used to track the time-varying channel.
To reduce overhead, the time-varying gains of last T̄ slots can
be predicted by channel model and previous estimated results.
We define time-varying gain as ρ(t) = αle

j2πfd
l TsPst. In Fig. 6,

we show the MSE performance of estimated time-varying gains
(0 ≤ t < T ) and predicted time-varying gains (T ≤ t < T + T̄ )
when Lk=[2, 2, 2], T =12, T̄ =18. From the figure, we can see
that the scheme achieves better performance in the training stage
and reaches the optimum at the T

2 -th slots. This is because that
the phase of ρ(t) changes uniformly in [0, T ]. The performance
of the prediction stage decreases slowly over time due to the
cumulative effect of errors. Moreover, we compare the perfor-
mance under different P . We find that when P is greater than
a certain value, it is difficult for us to improve the performance
by increasing P , which can provide a reference for us to deter-
mine the number of pilots. In this scheme, the pilot overhead
is about PT

(T+T̄ )Ps
In Fig. 7, we further compare the NMSE

performance among the conventional CS-OMP method [16],
the improved CS-SD method [17], and the proposed channel

Fig. 6. MSE performance of estimated time-varying gains (0 ≤ t < T ) and
predicted time-varying gains (T ≤ t < T + T̄ ).

Fig. 7. NMSE performance comparison among CS-OMP, CS-SD and pro-
posed channel estimation.

estimation scheme. To implement the CS-based methods, we
use 6 bits to quantize the channel parameters. It is clear to see
that the proposed method outperforms the CS-based schemes.
Moreover, the proposed method yields accurate estimation even
in the low SNR region. This is just because that we perform a
truncated SVD in step 2 of Algorithm 2, which only keeps the
main largest L singular values as signal component and the rests
are discarded as noise.

We evaluate the NMSE performance when the channels have
multiple paths. As shown in Fig. 8, the proposed method achieves
the best performance when Lk=[1,1,1]. In this case, the
mmWave channels only have one line-of-sight (LOS) path which
leads to focusing energy and reducing complexity. Nonetheless,
the proposed method also obtains satisfied performance. For
example, to achieve the NMSE= 10−3, the SNRs required by the
proposed method are 17 dB, 20 dB, 25 dB, and 30 dB for single,
two, three and four paths of each MSs. In practice, real-world
measurements in New York [40] confirm that the number of
clusters is very small at 28 GHz bands (typically 1-5 in their
measurement).

Next, we investigate the bit error rate (BER) performance
when the estimated channel is used for beamforming. Under
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Fig. 8. NMSE performance comparison when each MS has single path, two
paths, three paths and four paths of the channel.

Fig. 9. BER performance of the proposed scheme and CS-OMP method.

the channel reciprocity of time division duplex (TDD) protocol,
the downlink channel can be regarded as the transpose of the
uplink channel. In our system, the downlink channel of the
k-th MS is given by Hd

k = H̃T
k . To fully achieve the spatial

multiplexing gain, the downlink transmission strategy in [41]
is adopted. After estimating the channel, the digital precoder
and analog beamforming/combining vectors are designed by
hybrid beamforming technique in [42]. The transmit symbols are
randomly generated and modulated by 16-QAM. Fig. 9 depicts
the BERs of different algorithms versus SNR. From the figure,
it is clear that the proposed scheme outperforms the CS-OMP
method and the curve of perfect CSI is given as the lower
bound. In such a system, the accuracy of channel estimation,
the interference between MSs, and the performance of hybrid
beamforming technique can affect the BER performance.

Finally, in order to verify the essential unique condition of the
proposed method in (47), we depict the NMSEs curves against
the number of interval in a time slot and the number of time slots
in a training frame in Figs. 10 and 11. We choose the two-path
channel (L=6) and four-path channel (L=12) to verify our
conclusions. From Fig. 10, we can see that the proposed method
does not work for four-path channel whenP =3. This is because
that P =3 cannot meet the Kruscal’s condition when M

BS
=

Fig. 10. NMSE performance against the number of interval for pilot transmis-
sion in one time slots when T = 12.

Fig. 11. NMSE performance against the number of time slot in one training
frame when P = 8.

10, T =8, and L=12. The performance is not so good for two-
path channel when P =3, but it is still a successful estimation.
We observe that the NMSE performance turns to saturation when
P =8. Then we set P =8 to investigate the performance against
T . Similarly, the proposed method fails to work for four-path
channel when T = 4, M

BS
=10, P =8, and L=12 since the

Kruscal’s condition is not satisfied. Despite the performance is
not so good, it still achieves the NMSE=10−2, and the NMSE
performance turns to saturation when T =12. In consequence,
we can obtain good performance when set P =8, T =12.

VI. CONCLUSION

In this paper, we have proposed a tensor based channel
estimator for uplink MU-MIMO systems over time varying
channels in mmWave communication. By exploiting the spar-
sity of mmWave channel, we have formulated the estimation
problem as a sparse signal recovery problem. Specifically, we
have designed a novel pilot transmission scheme to track the
time-varying channel. The received signal at the BS has been
concatenated as a third-order tensor which fits a low-rank tensor
model, then we have used the subspace-based algorithm to cal-
culate the factor matrices. Finally, we have estimated the angles,
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path gains and Doppler shifts from the factor matrices. Simu-
lation results have verified that the proposed channel estimator
is more stable than ALS-based method and outperform existing
CS-based methods such as CS-OMP and CS-SD. The designed
pilot transmission scheme can achieve good performance and
low overhead. Furthermore, the relationship between pilot over-
head and the number of paths have been derived and verified
by simulations, which demonstrated the proposed method can
accurately estimate the time-varying mmWave channel with low
pilot overhead. For the future work, the proposed scheme can
be evaluated with the specific standardized channel models for
practicality.
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