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Abstract— In this article, a novel space-alternating general-
ized expectation–maximization (SAGE) algorithm is proposed
for parameter estimations of wideband spatial nonstationary
wireless channels with antenna polarization (SAGE-WSNSAP).
Compared with the traditional SAGE algorithm, the proposed
SAGE-WSNSAP algorithm adds spatial nonstationarity by intro-
ducing birth–death coefficients at both transmitter (Tx) and
receiver (Rx) sides into the parametric model. To reduce the
complexity of the SAGE-WSNSAP algorithm, a coarse-to-fine
search method is adopted in the initialization step. In addition,
multiple-input multiple-output (MIMO) channel measurements
are conducted to validate the proposed algorithm. The measure-
ment results of the angle-delay power spectral density (PSD)
and average delay PSD are compared with those estimated by
the far-field SAGE algorithm, the near-field SAGE algorithm,
and the proposed algorithm. It is found that the estimation
results using the proposed SAGE-WSNSAP algorithm show
higher similarity to measurement results than using the other two
SAGE algorithms. In comparison to the far-field and near-field
SAGE algorithms, the SAGE-WSNSAP algorithm can extract
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more effective multipath components (MPCs) and improve the
power extraction ratios.

Index Terms— Antenna polarization, channel parameter esti-
mation, space-alternating generalized expectation–maximization
(SAGE), spatial nonstationarity, wideband.

I. INTRODUCTION

BEYOND fifth generation (5G) and sixth generation (6G),
wireless communications have introduced some key tech-

nologies [1], [2], e.g., millimeter-wave (mmWave), massive
multiple-input multiple-output (MIMO) [3], and integrated
sensing and communication (ISAC) [4], [5], [6]. The mmWave
band has the advantage of wide spectrum bandwidth, thereby
greatly improving the capacity of communication systems.
However, the mmWave bands lead to larger path loss compared
with the sub-6 GHz frequency bands [7]. The mm-scale wave-
length makes it feasible to encapsulate numerous antennas over
a small area to form a large antenna array [8]. Therefore, the
beamforming technology can be applied to increase the beam
gain to compensate for the high path loss [9], [10]. In ISAC,
sensing and communication are integrated into a system that
can actively sense the surrounding physical environment to
improve the communication performance [11]. In addition,
massive MIMO and mmWave are able to improve angular and
delay resolution for ISAC, thereby improving perception and
localization accuracy [12]. As the basis of wireless commu-
nication systems’ design, channel models that can accurately
describe these new application scenarios are very important.
Channel measurements are essential for establishing accurate
channel models. To process the measured data, channel param-
eter estimation (CPE) algorithms have been widely studied
to extract multipath components (MPCs) information, e.g.,
amplitude, delay, and angle. These parameters are of great
importance to establish a realistic channel model. Therefore,
the accuracy of CPE algorithms is crucial for evaluating
communication or sensing performance.

However, channel characteristics in beyond 5G and 6G
application scenarios bring challenges to CPE algorithms,
where the following channel characteristics need to be care-
fully considered. The narrowband assumption [13] commonly
used in the traditional CPE algorithms may not be satisfied
due to the large bandwidth. It means that due to the large
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bandwidth increasing the delay resolution, the delay of the
same MPC reaching different antenna elements is distributed
in different delay bins. As the number of antennas increases,
forming a massive MIMO system, the spherical wavefront
(i.e., near-field) can be observed [14]. At this time, the plane
wavefront assumption (i.e., far-field) can lead to the mismatch
between the parametric model and measurement results, result-
ing in estimation error or even estimation failure [15]. Another
important channel characteristic is the antenna polarization,
which is described by co-polarization and cross-polarization
components. In [16], a polarized MIMO channel model was
presented based on the geometric channel depolarization
method, which well agreed with polarization channel mea-
surements. The investigation in [17] has demonstrated that
only considering the single-polarization characteristics of the
antenna can lead to serious estimation errors. In addition,
numerous measurements show that massive MIMO channels
exhibit obvious spatial nonstationarity. The appearance and
disappearance of MPCs were observed along the antenna array
[18], [19], [20]. To accurately extract channel parameters, it is
of great importance to establish a CPE algorithm that can
simultaneously consider all the above channel characteristics.

Generally, the CPE algorithms can be divided into three cat-
egories [21], i.e., spectral-based method, parametric subspace-
based method, and maximum-likelihood (ML)-based method.
The Bartlett spectrum [22] and Capon spectrum [23] are
two commonly used spectral-based estimation algorithms.
These algorithms are suitable for real-time parameter esti-
mation and have a low complexity [13], but the spectral
resolution is relatively low. The parametric subspace-based
algorithms, such as unitary estimation of signal parameter via
rotational invariance techniques (ESPRIT) [24] and multiple
signal classification (MUSIC) [25], were based on narrowband
far-field assumptions. In [26] and [27], the characteristic
was added to the MUSIC algorithm by introducing near-
field scatterers. However, the large bandwidth and spatial
nonstationary characteristics are still missing. The ML-based
estimation algorithms, e.g., Richter’s ML estimation (RiMAX)
[28] and expectation maximization (EM) [29], are charac-
terized by high resolution and high complexity. In [15],
an algorithm based on the EM principle was proposed to
estimate wideband 3-D near-field channel parameters. How-
ever, channel characteristics of antenna polarization and spatial
nonstationarity were not considered in this algorithm. Besides,
as an extension of the EM algorithm, the space-alternating
generalized expectation–maximization (SAGE) algorithm [30]
can significantly reduce the complexity by dividing channel
parameters into multiple subsets. In [31], the SAGE algorithm
was further used to locate the position of scatterers based
on the narrowband near-field model. Although the spatial
nonstationarity has been incorporated in some channel models
[32], [33], this channel characteristic has not been thoroughly
considered in CPE algorithms. In [34] and [35], a trajectory-
aided high-resolution parameter estimation (HRPE) algorithm
was proposed, which took advantage of the large bandwidth
for MPCs’ delay trajectories’ identification. The breakpoints in
the MPC’s delay trajectory were considered as the positions
where the MPC disappeared. However, this algorithm only

supports large antenna array at one side and cannot be applied
to a polarization antenna array.

In summary, most CPE algorithms mentioned above were
based on narrowband and far-field assumptions [22], [23], [24],
[25], [28], [30]. In [26], [27], and [31], the near-field character-
istic was considered, and the near-field and wideband charac-
teristics were considered in [15]. In [34] and [35], the channel
characteristics of near-field, wideband, and spatial nonsta-
tionarity were considered in the parametric model, but the
antenna polarization was ignored. To the best of the authors’
knowledge, there is no CPE algorithm that can simultaneously
incorporate the channel characteristics of near-field, wideband,
antenna polarization, and spatial nonstationarity. To fill the
research gaps, a novel SAGE algorithm for parameter estima-
tions of wideband spatial nonstationary wireless channels with
antenna polarization (SAGE-WSNSAP) is proposed. In addi-
tion, it is comprehensively compared with the conventional
far-field and near-field SAGE algorithms to show its advan-
tages and effectiveness by channel measurements. The main
contributions and novelties of this article are as follows.

1) The proposed SAGE-WSNSAP algorithm can simul-
taneously support important channel characteristics,
including near-field, wideband, antenna polarization, and
spatial nonstationarity. Besides, a coarse-to-fine search
method is adopted in the proposed algorithm to reduce
the computational complexity.

2) Channel measurements with 64 × 32 dual-polarization
massive MIMO antenna array are conducted in a typical
indoor office scenario. The spatial nonstationarity can be
clearly observed at the receiver (Rx) side. Furthermore,
the measurement data are used to validate the proposed
algorithm.

3) The MPCs’ parameter estimation performance based on
the SAGE-WSNSAP algorithm is compared with that
based on the far-field and near-field SAGE algorithms,
including the angle-delay power spectral density (PSD)
and the average delay PSD. Besides, the power extrac-
tion ratios of these algorithms in both the line-of-sight
(LOS) and non-LOS (NLOS) scenarios are calculated
and compared.

The rest of this article is organized as follows. Section II
presents the spatial nonstationary signal model. In Section III,
the principle and detailed steps of the SAGE-WSNSAP
algorithm are presented. Then, Section IV introduces the
specific system configuration and channel measurements.
Section V shows the performance of the SAGE-WSNSAP
algorithm, far-field SAGE algorithm, and near-field SAGE
algorithm. Finally, conclusions are drawn in Section VI.

II. SPATIAL NONSTATIONARY SIGNAL MODEL

Before introducing the proposed SAGE-WSNSAP
algorithm, this section first presents three signal models,
which will be used in the proposed algorithm in Section III.

A. Narrowband Far-Field Signal Model With
Antenna Polarization

In the traditional MIMO signal model, it is assumed that
the electromagnetic wave propagation conforms to the plane
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wavefront, which is also known as the far-field assump-
tion [30]. Under this assumption, the MPC shows the same
angle of arrival (AoA) to all the antennas at the Rx side, and
similarly, the angle of departure (AoD) of the MPC to all
the antennas at the transmitter (Tx) side is identical. Besides,
the delay of the MPC observed by all the antenna elements
is the same. The Rx antenna array and Tx antenna array are
equipped with M and N antennas, respectively. The transfer
function of the lth MPC between the mth Rx antenna and the
nth Tx antenna Hm,n,l( f ) ∈ CK×1 can be expressed as [38]

Hm,n,l( f ) =

2∑
PRx=1

2∑
PTx=1

αl,PRx,PTx FRx,m,PRx(�Rx,l)

· FTx,n,PTx(�Tx,l)e j 2π
λ ⟨�Rx,l ·rRx,m⟩

· e j 2π
λ ⟨�Tx,l ·rTx,n⟩e− j2π f τl (1)

where f = [ f1, . . . , fK ]
T
∈ RK×1 represents the K fre-

quency points, [·]T denotes the transpose operation, and
⟨·⟩ represents the inner product. Here, C and R represent
the complex numbers’ set and real numbers’ set, respec-
tively. Besides, PRx ∈ {1, 2} and PTx ∈ {1, 2} are used
to denote two mutually orthogonal polarization modes of
antennas at Rx and Tx sides. In addition, αl,PRx,PTx repre-
sents the complex attenuation of the lth MPC undergoing
PRx-polarization and PTx-polarization. The complex gain of
PTx-polarization of the nth Tx antenna in direction �Tx,l is
denoted by FTx,n,PTx(�Tx,l), and FRx,m,PRx(�Rx,l) represents
PRx-polarization of the mth Rx antenna in direction �Rx,l .
Moreover, �Tx,l , �Rx,l , and τl represent the AoD, AoA, and
delay of the lth MPC, respectively. The position vectors of the
nth Tx antenna and mth Rx antenna are denoted by rTx,n and
rRx,m , respectively.

The direction vector � is a unit vector, which can be
calculated by the azimuth angle φ and the elevation angle θ

as [31]

� = [cos φ cos θ, cos φ sin θ, sin θ ]T . (2)

B. Wideband Near-Field Signal Model With
Antenna Polarization

As the number of antennas increases, the Rayleigh distance
of the antenna array also increases. The Rayleigh distance
can be calculated by dRayleigh = 2D2/λ, where D and λ
denote the antenna array aperture and wavelength, respectively
[36]. When the Rayleigh distance is larger than the distance
between the scatterers and the transceiver or between the Tx
and Rx, the far-field assumption is not satisfied. In this case,
each scatterer and antenna element is abstracted as a point
source [31]. The electromagnetic wave propagation model
changes from far-field to near-field, which can further be
divided into wideband near-field model and narrowband near-
field model. If the delay difference in MPC reaching different
antenna elements cannot be identified, i.e., D/λ ≪ fc/B,
the narrowband near-field model can be applied. Here, fc

and B represent the carrier frequency and signal bandwidth,
respectively. Otherwise, a wideband near-field model should
be used. The MPCs’ parameters are modeled as antenna- and

frequency-dependent to implement wideband near-field model,
and the transfer function of the lth MPC at the kth frequency
point can be written as

Hm,n,l( fk) =

2∑
PRx=1

2∑
PTx=1

αl,PRx,PTx FRx,m,PRx( fk, �Rx,m,l)

· FTx,n,PTx( fk, �Tx,n,l)e− j2π fkτm,n,l . (3)

Here, �Rx,m,l represents the unit direction vector of the
lth MPC of the mth antenna at the Rx side, and �Tx,n,l

denotes the unit direction vector of the lth MPC of the nth
antenna at the Tx side. Note that the antenna complex gain is
modeled as frequency-dependent under wideband condition.
Besides, FRx,m,PRx( fk, �Rx,m,l) denotes the complex gain of
PRx-polarization of the mth Rx antenna at the kth frequency
point in direction �Rx,m,l , and FTx,m,PTx( fk, �Tx,m,l) denotes
the same thing at the Tx side. In addition, τm,n,l represents the
delay of the lth MPC between the mth Rx antenna and the
nth Tx antenna. This can be calculated by

τm,n,l = τl + τRx,m,l + τTx,n,l (4)

where τRx,m,l = ((dRx,m,l − dRx,l)/c) represents the delay
difference between the mth antenna and reference antenna at
the Rx side of the lth MPC, and τTx,n,l = ((dTx,n,l − dTx,l/c)
denotes the delay difference between the nth antenna and the
reference antenna at the Tx side of the lth MPC. Besides,
dRx,m,l and dRx,l denote the distance of the lth last-bounce
scatterer to the mth antenna and the reference antenna at the
Rx side, respectively. Meanwhile, dTx,n,l and dTx,l represent
the distance of the lth first-bounce scatterer to the nth antenna
and the reference antenna at the Tx side, respectively. The
light speed is denoted by c. Moreover, dRx,m,l , dTx,m,l , �Rx,m,l ,
and �Tx,n,l can be calculated by [31]

dRx,m,l =
∥∥dRx,l�Rx,l − rRx,m

∥∥ (5)

dTx,n,l =
∥∥dTx,l�Tx,l − rTx,n

∥∥ (6)

�Rx,m,l =
dRx,l�Rx,l − rRx,m

dRx,m,l
(7)

�Tx,n,l =
dTx,l�Tx,l − rTx,m

dTx,n,l
(8)

where ∥·∥ represents the Frobenius norm. Therefore, parame-
ters of the lth MPC can be represented by set 0l

0l =
{
ℜ

{
αl,1,1, αl,1,2, αl,2,1, αl,2,2

}
,

ℑ{αl,1,1, αl,1,2, αl,2,1, αl,2,2},

dTx,l , dRx,l , τl , θTx,l , θRx,l , φTx,l , φRx,l
}
∈ R15 (9)

where ℜ{·} and ℑ{·} represent the real and imaginary parts,
respectively. For convenience, the transfer function of the lth
MPC is given by H( f ;0l) ∈ CM×N×K and the arrangement
of this matrix is [31]

H( f ;0l) =
[
Hm,n( f ;0l)

]
M×N×K

=

 H1,1( f ;0l) · · · H1,N ( f ;0l)
...

...
...

HM,1( f ;0l) · · · HM,N ( f ;0l)

 (10)
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where Hm,n( f ;0l) ∈ CK×1 represents the transfer function
of the lth MPC between the mth Rx antenna and the nth Tx
antenna. The kth component of Hm,n( f ;0l) can be calculated
by (3).

The transfer function of the lth MPC at the kth frequency
point can be written in matrix form as

H( fk;0l) = FRx( fk, �Rx,l , dRx,l)AlFTx( fk, �Tx,l , dTx,l)
T

⊙ e− j2π fk9l . (11)

It should be noted that the channel matrix H( fk;0l) ∈

CM×N is the kth M × N array slice defined by the third
dimension of H( f ;0l). Here, the symbol ⊙ represents the
elementwise product, Al = [αl,PRx,PTx; PRx/Tx = 1, 2] ∈ C2×2

represents the complex gain of the lth MPC, and 9l =

[τm,n,l;m = 1, . . . , M, n = 1, . . . , N ] ∈ RM×N represents
the delay matrix of the lth MPC over the antenna array.
In addition, FRx( fk, �Rx,l , dRx,l) ∈ CM×2 denotes the complex
gain of Rx antenna array of the lth MPC at the kth frequency,
and it can be expressed by [31]

FRx( fk, �Rx,l , dRx,l)

=
[
FRx,m,PRx( fk, �Rx,m,l)

]
M×2

=

 FRx,1,1( fk, �Rx,1,l) FRx,1,2( fk, �Rx,1,l)
...

...

FRx,m,1( fk, �Rx,m,l) FRx,m,2( fk, �Rx,m,l)

. (12)

Meanwhile, FTx( fk, �Tx,l , dTx,l) ∈ CN×2 represents the
complex gain of the Tx antenna array of the lth MPC at the
kth frequency point, and it can be denoted by [31]

FTx( fk, �Tx,l , dTx,l)

=
[
FTx,n,PTx( fk, �Tx,n,l)

]
N×2

=

FTx,1,1( fk, �Tx,1,l) FTx,1,2( fk, �Tx,1,l)
...

...

FTx,n,1( fk, �Tx,n,l) FTx,n,2( fk, �Tx,n,l)

. (13)

C. Wideband Spatial Nonstationary Signal Model With
Antenna Polarization

It is assumed that the MPCs can reach all the antennas uni-
formly at the wideband near-field signal model as expressed in
(11). However, as the aperture of the antenna array increases,
this assumption may not hold. In the mmWave massive MIMO
scenarios, the birth–death of MPCs in the antenna array axis
can be observed [19], [37], where some MPCs become invis-
ible to part of the antennas due to near-field blocking effects,
as shown in Fig. 1. To describe the channel more accurately,
the birth–death coefficients ζ Rx and ζ Tx are introduced in
the wideband near-field model to characterize the birth–death
of the MPCs at the Rx side and Tx side, respectively. The
proposed spatial nonstationary signal model of the lth MPC
at the kth frequency point is denoted by H( fk;2l) ∈ CM×N ,
which can be expressed by

H( fk;2l) = H( fk;0l)⊙
(
ζ Rx,lζ

T
Tx,l

)
(14)

where 2l = {ζ Rx,l , ζ Tx,l , 0l} denotes the parameters’ set
of the lth MPC in the spatial nonstationary signal model,

Fig. 1. Near-field propagation channel with spatial nonstationarity at the Rx
side.

and ζ Rx,l = [ζRx,1,l , . . . , ζRx,M,l]
T
∈ RM×1 represents the

birth–death coefficient of the lth MPC at the Rx side. The
value of ζRx,m,l is 0 or 1, where ζRx,m,l = 1 indicates that
the lth MPC is visible to the mth antenna at Rx. Besides,
ζ Tx,l = [ζTx,1,l , . . . , ζTx,N ,l]

T
∈ RN×1 denotes the birth–death

coefficient of the lth MPC at the Tx side. If all the elements
in ζ Rx,l and ζ Tx,l equal to 1, the channel model in (14) is
the same as the wideband near-field model in (11). Otherwise,
ζRx,m,l = 0 means that this MPC is invisible to the mth antenna
at Rx.

The measured channel transfer function (CTF) Y( f ) ∈

CM×N×K can be expressed as [35]

Y( f ) =

L∑
l=1

H( f , 2l)+

√
σ 2

n

2
n( f ) (15)

where n( f ) ∈ CM×N×K denotes the noise matrix, in which
each element is assumed to follow an independent and identi-
cal standard complex Gaussian distribution with zero mean and
unit variance. In addition, σ 2

n represents the variance of noise
matrix, and L denotes the total number of MPCs. To simplify
the notation, we further define [15]

H( f ;2) =

L∑
l=1

H( f , 2l) (16)

where 2 = {21, . . . ,2L} denotes the set of parameters of
all the MPCs. The key parameters of the above three signal
models are listed in Table I.

III. PROPOSED SAGE-WSNSAP ALGORITHM

The ML-based estimators can be derived from measure-
ments to solve the CPE problem defined in (15). In this section,
the ML-based estimators will be introduced first, and then
we give the detailed implementation process of the proposed
algorithm.
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TABLE I
DEFINITION OF KEY PARAMETERS FOR THREE SIGNAL MODELS

A. ML-Based Estimator

The expectation of the log-likelihood function can be cal-
culated by [13]

E[3(2;Y( f ))] = −2 ln (πσ 2
n )−

1
σ 2

n M N K
· ∥vec{Y( f )} − vec{H( f ;2)}∥2 (17)

where E[·] represents the expectation operation, and vec{·}
denotes the vectorization operation. The estimation of param-
eters’ set 2 is obtained by maximizing the likelihood function
in (17), and it can be given by

2̂ = argmax
2

{
E[3(2;Y( f ))]

}
. (18)

In practice, the dimension of 2 is so large that brute-force
retrieval of (18) is not feasible. To solve this problem, the suc-
cessive interference cancellation (SIC) method was proposed
in [38] and [39], where the MPCs are assumed orthogonal to
each other. In SIC, the MPCs are extracted in order of power
and can effectively reduce the interference of strong MPCs
to weak MPCs. Moreover, the delay and angle resolution of
MPCs in wideband massive MIMO systems are relatively high.
If the delay or angle difference of two MPCs is larger than the
resolution of the corresponding domain, the two MPCs can be
considered to be orthogonal to each other [30]. Therefore, the
SIC method can be used in this article to sequentially extract
the parameters of each MPC. The estimation of the lth MPC
in SIC is to find the maximum value of [35]

2̂l = argmax
2l

{
E[3(2l;Yl( f ))]

}
(19)

where Yl( f ) ∈ CN×M×K represents the expectation of the lth
MPC from the measured CTF and can be calculated by [15]

Yl( f ) =


Y( f ), if l = 1.

Y( f )−

l−1∑
l ′=1

H( f ; 2̂l ′), if l ∈ [2, . . . , L].

(20)

The first MPC is estimated from the measurement data
Y( f ). Then, the reconstructed transfer function given by (14)
is subtracted from the measurement data, and the residual part
is used to estimate the next MPC. Repeat this procedure until
L MPCs are estimated. In addition, it can be proved that
maximizing the log-likelihood function in (19) is equivalent
to maximizing the object function z( f ;2α

l ) as [40]

2̂α
l = argmax

2α
l

{
z
(

f ;2α
l

)}
(21)

where 2α
l = {ζ Rx,l , ζ Tx,l , �Rx,l , �Tx,l , dRx,l , dTx,l , τl} repre-

sents the parameter set of the lth MPC without αl , and
z( f ;2α

l ) can be calculated by

z( f ;2α
l ) =

∥∥∥∥∥
K∑

k=1

g( fk;2
α
l )H G(CRx,k,l , CTx,k,l)

−1 g
(

fk;2
α
l

)∥∥∥∥∥
(22)

where [·]H denotes the conjugate transpose operation, and

g( fk;2
α
l ) =


cH

Rx,1,k,lXl( fk, τl)c∗Tx,1,k,l

cH
Rx,1,k,lXl( fk, τl)c∗Tx,2,k,l

cH
Rx,2,k,lXl( fk, τl)c∗Tx,1,k,l

cH
Rx,2,k,lXl( fk, τl)c∗Tx,2,k,l

. (23)

Here, [·]∗ denotes the conjugate operation. Besides,
Xl( fk, τl) ∈ CM×N can be calculated by

Xl( fk, τl) = Yl( fk)e j2π fkτl (24)
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where Yl( fk) ∈ CM×N represents the transfer function of the
lth MPC at the kth frequency point. Moreover, CRx,k,l ∈ CM×2

and CTx,k,l ∈ CN×2 represent the steering vector of the lth
MPC at the kth frequency point at the Rx side and the Tx
side, respectively. Taking the calculation of steering vector at
the Rx side as an example, the steering vector at the Tx side
can be calculated in the same way. The steering vector at the
Rx side can be expressed as

CRx,k,l =
[
cRx,PRx,k,l

]
N×2

=
[
FRx,1( fk, �Rx,l , dRx,l)⊙ ζ Rx,l ⊙ εRx,k,l ,

FRx,2( fk, �Rx,l , dRx,l)⊙ ζ Rx,l ⊙ εRx,k,l
]

(25)

where εRx,k,l = e− j2π fkτRx,l represents the phase difference of
the lth MPC at the Rx side at the kth frequency point. Here,
τRx,l = [τRx,1,l , . . . , τRx,M,l]

T
∈ RM×1 is the delay difference

between the lth last-bounce scatterer to the reference antenna
and that to other elements at the Rx side. The matrix G ∈ C4×4

in (22) can be calculated by [38]

G(CRx,k,l , CTx,k,l) =
[
CH

Rx,k,lCRx,k,l
]
⊗

[
CH

Tx,k,lCTx,k,l
]

(26)

where ⊗ denotes the Kronecker product, and the estimation
result of α̂l is obtained by

α̂l =
1
K

K∑
k=1

G(CRx,k,l , CTx,k,l)
−1 g

(
fk;2

α
l

)
. (27)

B. Procedure of the Proposed SAGE-WSNSAP Algorithm

To reduce the computational complexity, a coarse-to-fine
search strategy is adopted in the initialization process. The
coarse search step is to estimate the delays and angles of
the MPCs based on the narrowband far-field assumption.
Therefore, part of frequency points near the center frequency
from the wideband measurement data is extracted, resulting
in narrowband signal Y( f narr). In this case, the parameter
space of delay and angle is guaranteed to satisfy orthogo-
nal stochastic measures (OSMs) [13], making the traditional
SAGE method feasible. With the prior knowledge of coarse
estimation, the search space can be limited in the refinement
step, which is under the near-field assumption. The coarse-to-
fine search process ignores the birth and death of MPCs in the
spatial domain, indicating that ζ Rx,l and ζ Tx,l are both set to
1. In the next step, these two parameters are estimated based
on the ML principle. Finally, the cancellation and retention of
MPCs are determined.

1) Parameter Coarse Search Under the Narrowband Far-
Field Assumption: The initial delay, AoA, and AoD of the lth
MPC will be estimated at this step. The initial estimation of
delay τ̂ init

l is obtained by

τ̂ init
l = argmax

τl

{ M∑
m=1

N∑
n=1

∥∥Ym,n,l( f narr)e
j2π f narrτl

∥∥2
}
. (28)

Note that the search range for τl is
[0, (1/Bnarr), . . . , (Mnarr/Bnarr)]

T , where Bnarr represents
the bandwidth of narrowband signal Y( f narr) ∈ CM×N×Mnarr ,

and Mnarr denotes the number of frequency points of f narr.
Then the initial estimation of AoA �̂init

Rx,l is calculated by

�̂init
Rx,l = argmax

�Rx,l

N∑
n=1

∥∥∥[
CH

Rx,l,initX:,n,l
(

f narr, τ̂
init
l

)]H

×
[
CH

Rx,l,initCRx,l,init
]−1[CH

Rx,l,initX:,n,l
(

f narr, τ̂
init
l

)]∥∥∥
(29)

where CRx,l,init ∈ CM×2 represents the array steering vector
of Rx used in the coarse search step and is calculated based
on the far-field assumption. The mth element of CRx,l,init is
calculated by

CRx,m,l,init =
[
FRx,m,1(�Rx,l)e j 2π

λ ⟨�Rx,l ·rRx,m⟩,

FRx,m,2(�Rx,l)e j 2π
λ ⟨�Rx,l ·rRx,m⟩

]
. (30)

Here, X:,n,l( f narr, τ̂
init
l ) represents the nth column of the

matrix Xl( f narr, τ̂
init
l ) with size of M × N , and the (m, n)th

component of that is calculated by

Xm,n,l( f narr, τ̂
init
l ) = Ym,n,l( f narr)e

j2π f narr τ̂
init
l . (31)

The initial estimation of AoD �̂init
Tx,l is obtained by

�̂init
Tx,l = argmax

�Tx,l

g
(

f narr;2
α
l

)H G(ĈRx,l,init, CTx,l,init)
−1

× g
(

f narr;2
α
l

)
(32)

where ĈRx,l,init represents the estimated steering vector of Rx,
and it can be calculated based on (30) with �Rx,l = �̂init

Rx,l .
CTx,l,init∈CN×2 is calculated in the same way as CRx,l,init by
replacing �Rx,l and rRx with �Tx,l and rTx, respectively. The
antenna pattern at center frequency is used when calculating
CRx,l,init and CTx,l,init. Besides, note that when calculating
g( fk;2

α
l ) in (23), it needs to replace CRx,k,l and CTx,k,l with

CRx,l,init and CTx,l,init, respectively. So far, the initial estimation
of the lth MPC is (2̂α

l )init
= {�̂init

Rx,l , �̂
init
Tx,l , τ̂

init
l }.

2) Parameter Refinement Under the Near-Field Assumption:
The refined search will be conducted at this step under the
spherical wave assumption to improve the estimation accuracy
of 2̂α

l . The �Rx,l and dRx,l can be estimated by solving the
following 3-D search problem:

{
�̂Rx,l , d̂Rx,l

}
= argmax

�Rx,l ,dRx,l

N∑
n=1

∥∥∥[
CH

Rx,lX:,n,l
(

f narr, τ̂
init
l

)]H

×
[
CH

Rx,lCRx,l
]−1[CH

Rx,lX:,n,l
(

f narr, τ̂
init
l

)]∥∥∥
(33)

where CRx,l ∈ CM×2 is calculated based on (25) at center
frequency. The prior knowledge of �̂init

Rx,l can significantly
reduce the search space of this maximization problem. Then,
the estimation results of �Tx,l and dTx,l are obtained by{

�̂Tx,l , d̂Tx,l

}
= argmax

�Tx,l ,dTx,l

g( f narr; 2̂
α
l )H G(ĈRx,l , CTx,l)

−1 g
(

f narr; 2̂
α
l

)
.

(34)

Here, 2̂α
l = {�̂Rx,l , d̂Rx,l , τ̂

init
l }, and ĈRx,l represents the

estimated array steering vector of Rx calculated based on
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(25) with �̂Rx,l and d̂Rx,l . The Tx array steering vector
CTx,l ∈ CN×2 used here is also obtained by (25) at the center
frequency. Then, the estimation of τl is obtained by solving
the maximum problem as

τ̂l = argmax
τl

∥∥∥∥ K∑
k=1

g( fk; 2̂
α
l )H G(ĈRx,k,l , ĈTx,k,l)

−1 g
(

fk; 2̂
α
l

)∥∥∥∥
(35)

where 2̂α
l = {�̂Rx,l , �̂Tx,l , d̂Rx,l , d̂Rx,l}. Besides, ĈRx,k,l and

ĈTx,k,l represent the Rx and the Tx estimated array steer-
ing vector at the kth frequency point, respectively, which
can be calculated based on (25). The estimation of α̂l is
obtained by

α̂l =
1
K

K∑
k=1

G(ĈRx,k,l , ĈTx,k,l)
−1 g

(
fk; 2̂

α
l

)
(36)

where 2̂α
l = {�̂Rx,l , �̂Tx,l , d̂Rx,l , d̂Tx,l , τ̂ l}.

3) MPCs’ Birth–Death Identification: The estimation of
ζ Rx,l and ζ Tx,l will be performed alternately at this step.
It can be found that maximizing the likelihood function in (17)
is equivalent to minimizing ∥vec{Yl( f )} − vec{H( f ;2l)}∥

2.
Therefore, the estimation of the mth component of ζ Rx,l is
obtained by minimizing the following formula:

ζ̂ Rx,m,l = argmin
ζRx,m,l∈{0,1}

∥∥vec{Ym,:,l( f )}

− vec{Hm,:( f ; 2̂l)}ζRx,m,l
∥∥2 (37)

where 2̂l = {α̂l , �̂Rx,l , �̂Tx,l , d̂Rx,l , d̂Tx,l , τ̂ l}, and Ym,:,l( f )

represents the mth N × K array slice defined by the first
dimension of Yl( f ), where m = 1, . . . , M . In addition,
Hm,:( f ; 2̂l) denotes of the mth N × K array slice defined
by the first dimension of H( f ; 2̂l). Then, the nth element of
ζ Tx,l is estimated following the same principle as

ζ̂ Tx,n,l = argmin
ζTx,n,l∈{0,1}

∥∥vec{Y:,n,l( f )}

− vec{H:,n( f ; 2̂l)}ζTx,n,l
∥∥2 (38)

where 2̂l = {ζ̂ Rx,l , α̂l , �̂Rx,l , �̂Tx,l , d̂Rx,l , d̂Tx,l , τ̂ l}, and
Y:,n,l( f ) represents the nth M × K array slice defined by the
second dimension of Yl( f ), where n = 1, . . . , N . Besides,
H:,n( f ; 2̂l) denotes the nth M × K array slice defined by
the second dimension of H( f ; 2̂l). So far, the estimated
parameter set 2̂l has been obtained, then iterative estimation
of 2̂l is conducted until it converges. The parameter set 2̂l is
updated in the order of AoA, AoD, delay, complex amplitude,
birth–death coefficient of Rx, and birth–death coefficient of
Tx. The detailed steps are as follows:{

�̂i+1
Rx,l, d̂ i+1

Rx,l

}
= argmax

�Rx,l ,dRx,l

{
z
(

f ;
{
ζ̂ i

Rx,l , ζ̂
i
Tx,l , �̂

i
Tx,l , d̂ i

Tx,l , τ̂
i
l

})}
(39){

�̂i+1
Tx,l , d̂ i+1

Tx,l

}
= argmax

�Tx,l ,dTx,l

{
z
(

f ;
{
ζ̂ i

Rx,l , ζ̂
i
Tx,l , �̂

i+1
Rx,l , d̂ i+1

Rx,l , τ̂
i
l

})}
(40)

τ̂ i+1
l

= argmax
τl

{
z
(

f ;
{
ζ̂ i

Rx,l , ζ̂
i
Tx,l , �̂

i+1
Rx,l , �̂

i+1
Tx,l , d̂ i+1

Rx,l , d̂ i+1
Tx,l

})}
(41)

α̂i+1
l =

K∑
k=1

1
K

G(ĈRx,k,l , ĈTx,k,l)
−1

· g
(

fk; ζ̂
i
Rx,l , ζ̂

i
Tx,l , �̂

i+1
Rx,l , �̂

i+1
Tx,l , d̂ i+1

Rx,l , d̂ i+1
Tx,l , τ̂

i+1
l

)
(42)

ζ̂ i+1
Rx,m,l = argmin

ζRx,m,l∈{0,1}

∥∥vec{Ym,:,l( f )}

− vec
{
Hm,:

(
f ; ζ̂ i

Tx,l , α̂
i+1
l , �̂i+1

Rx,l ,

�̂i+1
Tx,l , d̂ i+1

Rx,l , d̂ i+1
Tx,l , τ̂

i+1
l

)}
ζRx,m,l

∥∥2

(43)

ζ̂ i+1
Tx,n,l = argmin

ζTx,n,l∈{0,1}

∥∥vec{Y:,n,l( f )}

− vec
{
H:,n

(
f ; ζ̂ i+1

Rx,l , α̂
i+1
l , �̂i+1

Rx,l ,

�̂i+1
Tx,l , d̂ i+1

Rx,l , d̂ i+1
Tx,l , τ̂

i+1
l

)}
ζTx,n,l

∥∥2

(44)

where ˆ[·]i denotes the i th iteration estimation results of the
given argument, and the first estimated 2̂l is expressed as 2̂1

l .
4) MPCs’ Sifting: Since the actual number of MPCs in the

environment is unknown, the number of MPCs is usually set
as a large value in ML-based estimators to ensure that enough
power can be extracted. In [15], it is considered that some
of the diffuse scattering components (DSCs) are identified
as specular components in ML-based estimators, resulting
in a significant increase in the estimated number of MPCs.
In addition, the calibration error of the channel sounder, the
measurement error of the complex antenna pattern, and the
mismatch between the parametric model and measurement
data will create serious fake paths during estimation [17],
which leads to the artificial spread of MPCs in the angular
and delay domain. To solve the above problems, the Akaike
information criterion (AIC) [15], [41] is used here to determine
the appropriate number of MPCs L̂ , which can be obtained by
minimizing the following equation:

L̂ = argmin
L
{−23(2̂;Y( f ))+ γL} (45)

where 3(2̂;Y( f )) represents the log-likelihood of 2̂ in (17),
and γ is a coefficient that can be adjusted to define the
degree of penalty for overfitting. For convenience, let us denote
−23(2̂;Y( f ))+ γL as η(L). By substituting (17) into (45),
η(L) can be expressed by [15]

η(L) = 2 ln πσ 2
n + γL +

2
σ 2

n M N K

×

∥∥∥∥∥vec{Y( f )} − vec

{
L∑

l=1

H( f ; 2̂l)

}∥∥∥∥∥
2

. (46)

In [15], all the MPCs were extracted based on the wideband
near-field model, then the weak MPCs were deleted by finding
the minimum value of η(L). However, this method can only
remove the unreliable estimation results and cannot suppress
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the influence of artificial paths in parameter estimation. In this
algorithm, the value of η(l) is calculated for each new esti-
mated parameter set 2̂l and then η(l) − η(l − 1) is obtained
by [15]

η(l)− η(l − 1)

= γ +
2

σ 2
n M N K

∥∥∥∥∥vec{Y( f )} − vec

{
l∑

l ′=1

H( f ; 2̂l ′)

}∥∥∥∥∥
2

−
2

σ 2
n M N K

∥∥∥∥∥vec{Y( f )} − vec

{
l−1∑
l ′=1

H( f ; 2̂l ′)

}∥∥∥∥∥
2

.

(47)

If different MPCs are independent of each other in the
parameter domain, vec{H( f ; 2̂l ′)} and vec{H( f ; 2̂l)} can be
considered orthogonal to each other when l ̸= l ′. To simplify
the notation, let us denote η(l) − η(l − 1) as 1η(l). In this
case, (47) can be simplified as

1η(l) = −
2

σ 2
n M N K

∥∥vec
{
H( f ; 2̂l)

}∥∥2
+ γ. (48)

If 1η(l) < 0, which is equivalent to

−
1

σ 2
n M N K

∥∥vec
{
H( f ; 2̂l)

}∥∥2
<

γ

2
(49)

this MPC is retained, otherwise it is deleted and the delay
bin that this MPC belongs to is skipped in the subsequent
estimation. It means that those MPCs with a signal-to-noise
ratio (SNR) below (γ/2) will be deleted. This approach not
only removes unreliable estimate results but also effectively
avoids the effect of artificial paths on the estimation of the
remaining MPCs. The γ used here is 2, which corresponds
to the threshold of 0 dB for MPC sifting, and the selected
value is considered to be sufficient in MPCs’ reliability
assessment [15], [42]. Moreover, the array nonstationary fac-
tors introduced into the proposed algorithm may split an
omnidirectional antenna array into a directional antenna array.
However, the estimation of MPCs may be inaccurate in
the direction with low gain of the directional antenna [43].
To ensure reliable estimation of the MPCs, those MPCs that
can only be seen by a few antennas will be deleted. The
threshold selected in this article is 1/2 number of the array
antennas, and those MPCs which can be seen by less than 1/2
number of the Tx antennas or Rx antennas are removed. The
whole procedure of the proposed SAGE-WSNSAP algorithm
is summarized in Algorithm 1.

IV. MEASUREMENT CAMPAIGN

To verify the effectiveness of the proposed algorithm, the
indoor 64 × 32 MIMO channel measurements are conducted.
In this section, the details of the measurement environment
and the configuration of the channel sounder are introduced.

A. System Configuration

This measurement campaign is conducted by the Keysight
time-domain channel sounder, which is composed of the Tx
side and Rx side. The Tx consists of a high-speed digitizer

Algorithm 1 Proposed SAGE-WSNSAP Algorithm for Spatial
Nonstationary Wireless Channel Parameters’ Estimation
Input: The measured CTF Y( f )

Output: The estimated parameter set 2̂

Find M fnarr frequency points from f to form a narrowband
CTF Y( f narr).
Let τ bin = [0, 1

Bnarr
, . . . ,

M fnarr
Bnarr
]
T ;

Let l = 1;
Let 2̂ be an empty set;
while τ bin is not empty

Parameter coarse search:
Obtain 2̂init

l =
{
�̂init

Rx,l , �̂
init
Tx,l , τ̂

init
l

}
; // (28)–(32).

Parameter refinement:
Obtain 2̂l =

{
α̂l , �̂Rx,l , �̂Tx,l , d̂Rx,l , d̂Tx,l , τ̂ l

}
; // (33)–

(36).
MPCs birth–death recognition:

Let i = 1;
Obtain 2̂i

l =
{
ζ̂ Rx,l , ζ̂ Tx,l , α̂l , �̂Rx,l , �̂Tx,l , d̂Rx,l , d̂Tx,l ,

τ̂ l
}
; // (37)–(38).

if i = 1 or 2̂i
l does not converge

2̂i+1
l ← 2̂i

l ; // (40)–(44)
i = i + 1;

else
2̂l = 2̂i+1

l
end

SIC:
2̂ = {2̂; 2̂l};
Obtain Yl( f ) from (20).
Obtain Yl( f narr).

MPCs’ sifting:
if η(l)− η(l − 1) < 0 // (47)

l = l + 1;
if number of death antennas ζ̂ Rx,l > M/2 or ζ̂ Tx,l >

N/2
l = l − 1;

end
else

Delete the delay bin from τ bin .
end

end

M8190A, a power amplifier, a 32-channel high-speed solid-
state switch, and a GPS Rubidium clock. The Rx includes
a wideband digital receiver M9703B, eight intermediate fre-
quency (IF) amplifiers, an analog signal generator N5173B,
a 64-channel high-speed solid-state switch, and eight mixers.
The Tx side and Rx side are synchronized by 1 pulse per
second (1 PPS) signal generated by the GPS Rubidium clock.
The center frequency of the transmitting signal is 5.5 GHz,
and the bandwidth is 320 MHz. Besides, the transmitting
waveform is pseudonoise (PN) sequence with a length of 1023.
Note that the CTF can be obtained by fast Fourier transform
(FFT) of the measured channel impulse response (CIR). The
transmitting antenna is 4 × 4 dual-polarization planar antenna
array, and the receiving antenna is 8 × 4 dual-polarization
cylindrical antenna array. The detailed system configurations
are summarized in Table II.
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TABLE II
SYSTEM CONFIGURATIONS

Fig. 2. Environment of the indoor office where the measurement campaign
was conducted. (a) Photograph of this indoor office. (b) Layout of this indoor
office environment.

B. Channel Measurement

The measurements are conducted in a typical indoor office
environment, as illustrated in Fig. 2(a). There are about
100 workstations with metallic partitions and wooden boards
in the office, and the heights of the partition and desk
board are 1.2 and 0.75 m, respectively. There are computer
monitors, mouses, and other office supplies on the desks,
and the distance between the workstations is about 2 m.
There are ten square metallic pillars in the office, and the
surrounding walls are made of glass and metal. Both the LOS
and NLOS scenarios are measured. The height of the Tx
antenna array is 3.3 m, and the heights of the Rx antenna
array are 1.5 and 0.75 m in the LOS and NLOS scenarios,
respectively. The layout of the specific measurement scenario
is shown in Fig. 2(b). The red triangle in Fig. 2(b) represents

Fig. 3. Delay variation in the estimated MPCs based on the SAGE-WSNSAP
algorithm at the Rx side. (a) LOS scenario. (b) NLOS scenario.

the Tx position, and the blue and yellow circles denote the Rx
positions in the LOS and NLOS scenarios, respectively.

V. RESULTS AND ANALYSIS

The Rayleigh distances of the Tx and Rx antenna arrays are
0.55 and 0.82 m, respectively. Generally, the far-field assump-
tion can be satisfied, and the far-field SAGE algorithm [38]
is suitable for the parameter estimation of the measured data.
However, there are abundant scatterers in the office environ-
ment, and some of them may be located within the near-field
distance. The blockage brought by these near-field scatterers
can cause spatial nonstationarity. Hence, the SAGE-WSNSAP
algorithm may show better performance than the far-field
and near-field SAGE algorithms. The parameter estimation
results based on the far-field SAGE, near-field SAGE [31],
and SAGE-WSNSAP algorithms are compared in this section.
To ensure that most MPCs can be extracted, the initial path
number is set as 150 for far-field and near-field SAGE algo-
rithms in both the LOS and NLOS scenarios. Then the AIC
in (45) is used to determine the appropriate number of MPCs,
which are 45, 41, and 38 for the far-field SAGE algorithm,
near-field SAGE algorithm, and SAGE-WSNSAP algorithm in
the LOS scenario. In the NLOS scenario, the corresponding
number of reliable MPCs extracted by these three algorithms
is 69, 61, and 75, respectively.

A. Birth–Death of MPCs

Fig. 3(a) and (b) shows the delay variation in the estimated
MPCs based on the proposed SAGE-WSNSAP algorithm at
the Rx side in the LOS and NLOS scenarios, respectively.
The powers of MPCs are distinguished by different colors,
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and the same color indicates the same MPC. The estimated
delay of MPCs along the Rx antenna array forms many delay
tracks. The appearance and disappearance of MPCs can be
seen from these delay tracks. For example, in Fig. 3(a), the
green MPC delay track with a delay about 140 ns appears
and disappears along the Rx antenna array, which shows the
birth–death phenomenon of this estimated MPC. Compared
with the number of estimated MPCs in the LOS scenario,
the number of MPCs estimated in the NLOS scenario is
larger. Besides, the birth–death phenomenon of the estimated
MPCs in the NLOS scenario is more obvious. The reason is
that there are more scatterers in the NLOS scenario, and the
spatial nonstationarity caused by the blockage is more obvious.
In general, the estimation results show that the proposed
algorithm can identify the birth–death of MPCs along the
antenna array.

B. Angle-Delay PSD

The comparisons between the measured and estimated
results of the azimuth angle of arrival delay PSD (AoAD-PSD)
and azimuth angle of departure delay PSD (AoDD-PSD) in the
LOS scenario are shown in Figs. 4 and 5, respectively. The
results show that the estimation of high-power MPCs based
on these three algorithms are consistent with the measure-
ment results, indicating that all the algorithms can accurately
estimate high-power MPCs. However, those MPCs with delay
larger than 100 ns are incapable of being detected by the
far-field and near-field SAGE algorithms. This phenomenon
is caused by the mismatch between the parametric models
adopted in the traditional SAGE algorithms and the measured
channels. The spatial nonstationarity was not considered in
the parametric models adopted in the traditional far-field and
near-field SAGE algorithms, which will bring the deviations
between the estimated MPCs and the actual MPCs captured
in the measured CTF Y( f ). As a result, many fake MPCs
surrounding the strong MPCs are estimated to mitigate the
deviations. However, these fake MPCs with very low powers
can hardly reduce the residual powers associated with the
delay bins of the strong MPCs, and the residual powers are
higher than the powers of MPCs located in the large delay bins.
Consequently, the traditional SAGE algorithms repeatedly
estimate fake MPCs around the strong MPCs, and the far-away
MPCs located in large delay bins cannot be extracted with
limited number of paths. However, the MPCs’ sifting step
in the proposed SAGE-WSNSAP algorithm will calculate the
value of 1η(l) after each MPC estimation. If 1η(l) < 0,
it indicates that the SNR of this MPC is very low, and
then this MPC will be deleted and the delay bin that this
MPC belongs to will be skipped in the subsequent estimation.
In this way, the SAGE-WSNSAP algorithm can skip those
delay bins without reliable MPCs and realize the estimation
of specular MPCs located in large-delay bins. In addition,
it can be seen in Fig. 5 that the number of MPCs concentrated
in the region around the LOS path estimated based on the
far-field SAGE algorithm (13 MPCs) and near-field SAGE
algorithm (11 MPCs) is more than that estimated based on the
SAGE-WSNSAP algorithm (three MPCs). This phenomenon
is consistent with that observed in [44]. Because the power of

Fig. 4. AoAD-PSD results in the LOS scenario. (a) Measurement results.
(b) Estimation results of the far-field SAGE algorithm. (c) Estimation results of
the near-field SAGE algorithm. (d) Estimation results of the SAGE-WSNSAP
algorithm.

the LOS path is dominant, and it will be estimated first in the
CPE algorithm. However, if the transfer function reconstructed
by the parametric model cannot completely eliminate the
contribution of the LOS path in measured Y( f ), fake paths
will be created around the LOS path to compensate for its
estimation error.
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Fig. 5. AoDD-PSD results in the LOS scenario. (a) Measurement results.
(b) Estimation results of the far-field SAGE algorithm. (c) Estimation results of
the near-field SAGE algorithm. (d) Estimation results of the SAGE-WSNSAP
algorithm.

Figs. 6 and 7 show the measured and estimated results of
the AoAD-PSD and AoDD-PSD in the NLOS scenario. The
results show that some MPCs are split into many sub-MPCs in
the far-field and near-field SAGE algorithms. This is because
several MPCs are estimated to form an MPC with spatial
nonstationarity, when the spatial stationary signal model is

Fig. 6. AoAD-PSD results in the NLOS scenario. (a) Measurement results.
(b) Estimation results of the far-field SAGE algorithm. (c) Estimation results of
the near-field SAGE algorithm. (d) Estimation results of the SAGE-WSNSAP
algorithm.

adopted. It can be seen from Fig. 7 that some MPCs estimated
by the far-field and near-field SAGE algorithms do not exist in
the measurement results. These fake paths are estimated due to
the mismatch between the parametric model and the measure-
ment data. Moreover, the results also show that the powers
of some MPCs estimated based on the SAGE-WSNSAP
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Fig. 7. AoDD-PSD results in the NLOS scenario. (a) Measurement results.
(b) Estimation results of the far-field SAGE algorithm. (c) Estimation results of
the near-field SAGE algorithm. (d) Estimation results of the SAGE-WSNSAP
algorithm.

algorithm are slightly higher than that estimated based on
the other two algorithms. Because these MPCs experience
obvious spatial nonstationarity, and the estimated power will
be reduced based on the spatial stationary signal model.
Besides, it can be found that far-field and near-field SAGE
algorithms ignore more MPCs in the NLOS scenario than in

Fig. 8. Average delay PSD of Rx in the LOS scenario. (a) Measurement
results. Reconstructed average delay PSD based on (b) far-field SAGE
algorithm, (c) near-field SAGE algorithm, and (d) SAGE-WSNSAP algorithm.

the LOS scenario. This is due to the fact that the NLOS sce-
nario exhibits more obvious spatial nonstationarity. Through
the analysis of the estimation results shown in Figs. 4–7,
it can be found that the angle-delay PSD estimated by the
SAGE-WSNSAP algorithm shows higher similarity with the
measured results, compared with that estimated by the far-field
and near-field SAGE algorithms.
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Fig. 9. Average delay PSD of Rx in the NLOS scenario. (a) Mea-
surement results. Reconstructed average delay PSD based on (b) far-field
SAGE algorithm, (c) near-field SAGE algorithm., and (d) SAGE-WSNSAP
algorithm.

C. Average Delay PSD

The average delay PSD of the Rx obtained by measurements
and these three algorithms in the LOS and NLOS scenarios is
shown in Figs. 8 and 9, respectively. It can be observed that the
powers of MPCs fluctuate significantly along the array axis,
and some MPCs can only be seen by part of the antenna array.

The resulting average delay PSD from the SAGE-WSNSAP
algorithm matches that from the measurements very well,
whereas using the far-field and near-field SAGE algorithms
ignores many weak MPCs. In addition, this article compares
the power extraction ratios from the measured CTF by these
three algorithms. The power extraction ratios of the far-field
SAGE, near-field SAGE, and SAGE-WSNSAP algorithms are
64%, 66%, and 70% in the LOS scenario, respectively. The
corresponding power extraction ratios are 46%, 49%, and 56%
in the NLOS scenario. Note that a higher power extraction pro-
portion from the measurement data means that more effective
MPCs’ information can be estimated. In the LOS scenario,
the power of the LOS path dominates, so more power can
be extracted. In the NLOS scenario, the richer scatterers and
more obvious spatial nonstationarity contribute to a larger per-
formance difference between the SAGE-WSNSAP algorithm
and the other two algorithms. Besides, the results show that
the power extraction ratio difference in the far-field SAGE and
near-field SAGE algorithms is small (less than 3%) in both
the LOS and NLOS scenarios. Because the Rayleigh distance
of the antenna array is small, and there is no significant
difference between the near-field signal model and far-field
signal model. By comparing the parameter estimation results
of these three algorithms, as shown in Figs. 8 and 9, the pro-
posed SAGE-WSNSAP algorithm shows the best performance
in terms of power extraction ratio.

VI. CONCLUSION

In this article, a SAGE-WSNSAP algorithm for param-
eter estimation of wideband spatial nonstationary channels
with antenna polarization has been proposed. Compared with
the far-field and near-field SAGE algorithms, the proposed
SAGE-WSNSAP algorithm has added spatial nonstationarity
by introducing array birth–death coefficients at both the Tx and
Rx sides into the parametric model. To reduce the complexity
of the proposed algorithm, a coarse-to-fine search method has
been adopted in the parameter initialization step. Meanwhile,
those unreliable estimated MPCs have been removed in the
MPCs’ sifting step.

Moreover, the MIMO channel measurements in a typical
indoor office environment have been conducted to validate
the SAGE-WSNSAP algorithm. The estimation results of
angle-delay PSD and average delay PSD obtained by the
far-field SAGE, near-field SAGE, and SAGE-WSNSAP algo-
rithms have been compared with the measurement results.
It has been found that the angle-delay PSD and average
delay PSD estimated by the SAGE-WSNSAP algorithm show
higher similarity to the measurement results, compared with
those estimated by the other two SAGE algorithms. Besides,
in the LOS scenario, the power extraction ratios based on
the far-field SAGE, near-field SAGE, and SAGE-WSNSAP
algorithms are 64%, 66%, and 70%, respectively. Similarly,
in the NLOS scenario, the corresponding power extraction
ratios based on these three algorithms are 46%, 49%, and 56%.
It means that the proposed algorithm can extract more effective
MPC powers from measurements, in both the LOS and NLOS
scenarios. Due to the mismatch between the measured data
and the parametric model, the far-field and near-field SAGE
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algorithms present more fake MPCs around the LOS path.
In addition, compared with the LOS scenario, the NLOS
scenario exhibits more obvious spatial nonstationarity, which
makes the SAGE-WSNSAP algorithm outperform the other
two SAGE algorithms more obviously.
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