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ABSTRACT of this paper is to develop a realistic DPBGM which allows

to generate soft error sequences with desired burst error
tistics. It is important to mention that the proposed DP-
M is such a general model that it also has the capability

. . . u
To speed up simulations for the performance evaluation &1
error control strategies, there is a need of developing erto,

models for digital wireless chapnels. In this paper, uncod? roduce binary error sequences by simply adding a quan-
er_ﬂ;]ancgd lgegeraITpackﬁt radllo secrjwce I(EGPRRS'Z‘ Syﬁtqugr. The accuracy of the suggested modeling approach is
with typical urban (TU) channels and rural area (RA) ¢ Arther validated by the close agreement of the performance

neIT_ a:_r € daq[optgd_t(t)_ provide tak:get soft erro:_sequegcle%si ulations of coded EGPRS systems obtained from the tar-
realistic deterministic process based generative model ( &t and generated error sequences.

BGM) is then proposed for the modeling of the underlyin
digital channels with soft decision outputs. Simulation re- I
sults demonstrate that the proposed DPBGM can approxi-
mate very well the statistical behavior of the target soft error
sequences with respect to the soft error-free run distributibhthis paper, EGPRS systems were adopted as the refer-
(SEFRD), soft error cluster distribution (SECD), soft errcgnce transmission systems. The underlying digital chan-
burst distribution (SEBD), soft error-free burst distributiomels all include a Gaussian minimum shift keying (GMSK)
(SEFBD), block error probability distribution (BEPD), andnodulator, a propagation channel with co-channel interfer-
soft decision symbol distribution (SDSD). An attractive acence, a GMSK demodulator, and a Viterbi equalizer, which
vantage of the suggested model is its capability to generdglivers 4-bit soft decision outputs. The transmissions were
also hard bit error sequences by using a quantizer. The veasried out in time-division multiple access (TDMA) bursts
fication made by the simulated frame error rates (FERs) a@ii1 16 bits with a transmission rate 6§ =270.8 kb/s. Let
residual bit error rates (RBERS) of coded EGPRS systems refer to the deployed propagation channels as NAMEX,
further confirms the reliability of the novel DPBGM. where NAME is the name of the particular channel, and
X is the vehicle speed in km/h [16]. Also, no frequency
hopping (NFH) or ideal FH (IFH) can be used. Here, IFH
implies perfect decorrelation between TDMA bursts [16].
In digital wireless communication systems, the effect of the this paper, four propagation channel profiles as specified
channel impairments tends to introduce distortion into the [16] will be considered, namely, TU3 IFH, TU3 NFH,
transmission process in such a way that errors are groufegb0 NFH, and RA275 NFH. The target soft error se-
together in bursts. Thus, it is necessary to employ propguiences of lengthv, = 15 x 10 were produced at carrier-
error control strategies in order to obtain the required quab-interference ratios (CIRs) of 5 dB, 7 dB, 8 dB, 9 dB, 11
ity of service. For the effective “control” of errors throughdB, 13 dB, 15 dB, 17 dB, 19 dB, 21 dB, 23 dB, and 25 dB.
coding techniques, the study of the statistical structure Asoft error sequence is represented here by a sequence of
error occurrences is a prerequisite. Error models for chamtegers ranging from -8 to +7. A negative integer indicates
acterizing burst error statistics have therefore been devah error bit, while a nonnegative integer stands for a cor-
oped, based on either a descriptive approach [1] or a genektly received bit. The absolute value of an integer shows
ative approach [2]. A generative model allows a fast genehe reliability of the decision.
ation of long error sequences compared with a descriptiveln order to make statistical assessments of soft error se-
model, which often obtains target error sequences by coquences, some new terms and relevant burst error statistics
puter simulations of the overall communication link. pertaining to soft decision outputs have to be introduced.
In the literature, most of the generative models [2—6] cdfor reasons of consistency, we will consider the following
only simulate the occurrence of binary or hard bit errorgerms for soft error sequences analogous to the definitions
It is widely accepted that the use of soft decision decodimged for hard bit error sequences [13, 14]. A soft gap is
algorithms can greatly improve the performance of chanrd#fined as a string of consecutive honnegative integers be-
coding schemes. In this framework, the hard bit generatitv@een two negative integers, having a length equal to the
models become useless. Recently, hidden Markov modelsmber of nonnegative integers. A soft error cluster is a
[7-9] and chaos models [9] were presented for the simulagion where the negative integers (errors) occur consec-
tion of digital wireless channels with soft decision outputsitively and has a length equal to the number of negative
In [10-14], sum-of-sinusoids based deterministic processategers. A soft error-free burst is defined as a sequence of
[15] were successfully applied to develop generative modennegative integers with a length of at leadtits, where
els capable of producing binary error sequences. The ainis a positive integer. A soft error burst is a sequence of

THE DESCRIPTIVEMODEL AND RELEVANT
BURSTERROR STATISTICS

I. INTRODUCTION



integers beginning and ending with a negative integer, alhgth generator and a soft error-free burst length genera-
separated from neighboring soft error bursts by soft errdor. However, the employed deterministic procésg has
free bursts. With the above terms in mind, the followingp be properly parameterized and sampled with a certain
burst error statistics will be investigated: sampling intervall’s. The sampled deterministic process
1) P(m.): the SEFRD, which is the probability that & (k74), wherek is a nonnegative integer, is then followed
negative integer is followed by at |ea3;1+ nonnega- by a threshold detector. Soft errgr-free bursts are produced
tive integers. at the model’s output if the level @f kT4 ) is above a given
2) P(m_): the SECD, which is the probability that athresholdr;;,. The lengths of the generated soft error-free
nonnegative integer is followed by._ or more neg- bursts equal the numbers of samples in the corresponding
ative integers. inter-fade intervals of (k7'4). On the other hand, when the
3) Ppp(m.): the SEBD, which is the cumulative distri-level of ((kT4) falls belowr;,, then this implies the oc-
bution function (CDF) of soft error burst lengths,. ~ currence of soft error bursts. The soft error burst lengths

4) Pgpp(ms): the SEFBD, which is the CDF of softequal the numbers of samples in the corresponding fading
error-free burst lengths:.. intervals of¢ (kT '4). Consequently, a soft error burst length

5) P(m,n): the BEPD, which is the probability that ageneratolB,... and a soft error-free burst length genera-
block of . bits will contain at leastn errors. tor EFB,... are obtained. For the generative model, we use
6) P(S): the SDSD, which is the CDF of soft decisiorsimilar notations to those introduced in Section Il by simply
symbolsS € [—8,+7]. putting the tilde sign on all affected symbols, i.e., we write
To avoid a bit-by-bit processing of a soft error sequencé,s1, Ners, Nep(m.), etc.
it is sensible to compress the error data by listing the suc- o o
cessive soft error burst lengths and soft error-free bufét The Parametrization of the Deterministic Process
lengths. Consequently, a soft error burst recol#,.. We determine the parameters of the deterministic process as
and a soft error-free burst recordBFB,... are obtained. follows. The level-crossing rate (LCRY¢(r5) at the cho-
Here,EB,.. is a vector which keeps a record of successivgen threshold;, is adapted to the desired occurrence rate
soft error burst lengths, whilEFB,... records successive Rgeg = Ngp/T; of soft error bursts. Herel; = N;/F;
soft error-free burst lengths. Let us denote the minimugtenotes the total transmission time of the reference trans-
value asmp; and the maximum value as g, in EB,... mission system. Also, the rati ; of the average duration
By analogy, the minimum value and the maximum value iof fades (ADF)T;_ () atry, to the average duration of
EFB,.. are denoted asi5; andm ,, respectively. For inter-fades (ADIF)I¢, () atry, is fitted to the desired ra-
the derivation of the generative model in Section Ill, it iio R = Mpp/Mgrg. Moreover, in order to detect most

convenient to further define the following quantities: of the level crossings and fading intervals at deep levels,

1) Ngp: the total number of soft error bursts, whicH-€-7t» < 1, the sampling intervel’y must be chosen suf-

equals the number of entriesEB, ... ficiently small. Let us consider the following continuous-
2) Ngrp: the total number of soft error-free burststiMme deterministic process [15]

which equals the number of entriesiiFB,..... = - .

q C(t) = | () + G (1) (1)

3) Ngp(m.): the number of soft error bursts of length

me in EB,... Apparently,> ""2  Ngp(m.) = where

NEB holds. N

4) Ngrp(me):  the number of soft error-free 5 ;) — Z Cim OS2 fint +0in), i=1,2. (2)
bursts of lengthm: in EFB,.. Similarly,
27”52 NEFB(mé) :NEFB holds.

Mme=mpgq

5) Rp: the ratio of the mean valug/gp of soft error

n=1

In (2), N; defines the number of sinusoids,,, f; ., and
bust engihs t he mean valldy  ofsof eror /1 21 C21e4 e g, e dcret Hoduencies, ond e
free burst lengths, i.eRp = Mgp/M . ' ' .

g R e8/Mers spread (MEDS) [15], the phasés,, are considered as re-

6) EBS;: a vector which records soft decision sym-._~ . . o
. alizations of a random generator uniformly distributed over
bols corresponding to each entry BB,.... Clearly,

i =1,2,...,Ngp. Note thatEBS,; indicates the in- (0, 2], while ¢; , and f;., are given byc;, = ao\/2/N;

frastructure of the corresponding soft error burst. and fin = fmessin[r(n — 1/2)/(2N;)], respectively.
Here,o is the square root of the mean powergft) and

7) EFBS;: avector which records soft decision symbol:]‘f is the maximum Doppler frequency.
corresponding to each entry 8FB.... Similarly, " \yhen using the MEDS wittV; > 7, it has been shown
j=12... . Nerp. in [15] that the LCRN, (r) of {(t) is very close to the LCR

N¢(r) of a Rayleigh process, which is given by
IIl. THE GENERATIVE MODEL

It is commonly accepted that the second order statistics of Ne(r) = WPC(T) , r>0 ©)
fading envelope processes are closely related to the statis- 2m
tics of burst errors. This suggests the potential of develo\R/hereﬁ — 2(700 fmas)? and
ing generative models by using fading processes.
The idea of the proposed generative model is to de- r r?

rive directly from a deterministic process a soft error burst pe(r) = o2 eXp(_ﬁ) , 720 )



denotes the Rayleigh distribution. It can also be shown tHat The Mappers

the ADFT¢_(r) and the AD_'FTC+( r) of ((t) approximate We have found that the obtained record®8,.. and
very well the desired quantiti€s _(r) andT, (r), respec- grR  are not suitable to directly generate an accept-
tively, of a Rayleigh process. They can be expressed as 4p1e SEBD and SEFBD, respectively. A proper proce-

21 o3 r2 dure is required to adapt the distributions of soft error

Te (r) = B r ex (273) =1, 720 () pyrst lengths and soft error-free burst lengths of the devel-
) oped generative model to those of the descriptive model.

T, (r) = /jSo’ r>0. (6) Two mappers are therefore introduced, which map the

T lengths of the generated soft error bursts and soft error-

Consequently, the rati® 5 can be determined as follows free bursts to the corresponding desired lengths, as ex-
- plained subsequently. The idea of the mappers is to mod-
R — ifc_ (Ttn) ~ Te_ (ren) _ exp(i) —1. (7) iy EB,.. and EFBNF in such a way thatVgg(m,) =
Te, (ron)  Tei(ren) 203 Npp(me) and Nppp(me) = Nppg(me) hold, re-
Now, the task at hand is to find a proper parameter vecgpectively. Here, N 5(m.) equals L%NEB(me)J or

W = (N1, No, mn, 00, fmawT’ T?) i? order to fulfill the fol- L%NEB(TTLQ)J +1 for different soft error burst lengths..
¢_Tth t

lowing conditions:Rs = 7,5 andRep = Ne(rn)-  in order to fulfil Sz Nip(me) = Ngg. Similarly,
'Ij;([)s?\lfve thl;i problemee flrst]e]hoosle reas(;)nable values WgEFB me)equaIsL NEFB(me)J OrLN, Ngpp(me)]+
1, V2, andrep, €.9., 1V _T<9( 2= 0, andry, = 0.09. 1 for different soft error-free burst lengths,; to sat-

Then, performingRp = To Grn)» 00 Can be calculated isfy Z:Zf;mm NJ’EFB(mé) = Ngrp. Note that the
according to the following expression resulting SEBD Pgp(m.) will be close to the desired
B Tth (8) SEBD Pgg(m.), since Ngg(m.) is almost proportional
o 2In(1 + Rp) ’ to Ngg(m.). Also, the resulting SEFBDPg 5 (mz) will
) . is match well the desired onBgrp(mz).
With tge help of the relatiof?p = Ne(rin), fmar 18 Next, we will only concentrate on the procedure of prop-
given by erIyAm/odifying EB,... The same procedure applies also
_ to rec. FOr each soft error burst length value,
fmou NEB (9) EFB F h f b | h |
VrooTpe(ren) (mp1 < me < mpy), we first find the corresponding val-
which can finally be simplified as uestl and/2, (mp; < £} €2 < mps)in EB,..to
Nis(l+Rag) satlsfy the foIIowmg condltlons
mazr — . 10
f Ti\/2m1n(1 + Rp) (10) 2, -1
Itis clear thatf,,.. is completely determined by 5, Rz, > Ngs(l) < Ngg(me) (13)
andT3, but not influenced by,;, ando,. Concerning the 1=ek,.
selection of the sampling intervdl, for small values of e,
rn, the following value Z NEB(I) > Nhp(me) . (14)
4 l el
Tin =T (o) -1+ I+ 10673 (1)
_ ) Let us define
has turned out to be suitable [17]. Hegg,is a very small
quantity determining the maximum measurement error of e, -1
the LCR. This implies that the probability of undetectable Npz = = Ngpg(me) — Z Ngg(l (15)
level crossings at,;, is not larger thary,. Using (5), (11) ‘ 1=t
can explicitly be expressed as Clearly, /"Zl NEB(lHNﬁ = N’ (m.) holds. This
4og [exp(%) —1] indicates that if we map all soft error burst lengths between
Ty~ NG fo \/—1 +V1+10¢s/3. (12) ¢} andfZ —1,whileonlyN, softerror burstlengths of
TTth Jmax _ _ e
. . 2 in EBcc e, thenN e) =N o) will
By using the obtained parameter vectbr a sampled Eatlsl;:e d Notte)trr?aft en }zf(ma%dé EB(mm) Wlho?g
deterministic process(kTA) is generated within the ne mp1 — Bl mp2 752

“In summary, the mapper for the soft error burst length gen-
eratorworks asfollows: if (¢}, <1< ¢? _—1) samples of
the deterministic process are observed in a fading interval,
Nfi6n a mapping — m. is first performed and afterwards a
soft error burst with lengt.. is generated.

essary time intervalo, Tt] i.e., kT4 < T,. Here, T, =
T;N;/N; with N; denoting the required length of the gen
erated soft error sequence. The total numbers of the ge
ated soft error bustd/r 3 and soft error-free bursi§z 5
can be estimated frolVgp = |{£Npp| andNerp =
LN‘NEFBJ respectively. Here,z | stands for the nearestC. The Generation of Error Sequences

|nteger tox towards minus |nf|n|ty In this manner, a SOﬁFrom the modified recordeEBrec and EFBTPC, a suit-
error burst length recordd@B, .. with N5 entries and a able approach is necessary to enable the generation of soft

soft error-free burst length recordEFBm with Ngrp  error sequences. For generating soft error bursts, we first
entries are derived. have to find all vector&BS; corresponding to a soft error



burst lengthm, in EB,.... Then, for all soft error bursts tively. The results for the SEFRDs, SEBDs, and SEFBDs

with the same length.. in EB,..., we randomly choose anof both models are not shown here since they are very close
underlying infrastructure (soft decision symbols) from afo each other. As expected, all these curves for the DPBGM
possible vector&BS,. With such a vectoEBS;, a soft have very excellent agreements with the target ones.

error burst of lengthn. is generated. By analogy, for the Tg further illustrate the accuracy of the DPBGM, we ap-
generation of soft error-free bursts, we need first to locged it to the performance evaluation of a coded EGPRS
all vectorsEFBS; corresponding to a soft error-free bursystem with the TU3 IFH channel. The modulation and
lengthme in EFB,.... Afterwards, the underlying infras- coding scheme 3 (MCS3) [16] was chosen as a practical
tructure of a soft error-free burst with the same length example. Fig. 6 illustrates the resulting radio link con-
in EFBm is at random selected from all possible vectonigol (RLC) data FERs of the coded EGPRS system with
EFBS;. In this manner, a soft error-free burst of lengtihard and soft decoding algorithms obtained from the de-
me IS produced. The resulting soft error sequence is sigeriptive model and the DPBGM. Here, one frame includes
ply the combination of consecutively generated soft errarTDMA bursts. It is clear that the FERs obtained from
bursts and soft error-free bursts. The block diagram of tiige DPBGM coincide very well with those obtained from
obtained generative model is depicted in Fig. 1. We stregfe descriptive model. The same conclusion holds for the
that, although the simulation set-up phase (determining tReC data RBERs, which are demonstrated in Fig. 7. The
parameters and designing the mappers) of the DPBGM RBER is the ratio of the number of errors detected over
quires relatively long time, the simulation run phase (gefhe frames defined as “good” to the number of transmitted
eration of soft error sequences) is fast. This is due to th@s in the “good” frames [16]. It is worth mentioning that
fact that the DPBGM generates directly soft error burst anide obtained DPBGM has also been successfully applied to
soft error-free burst lengths instead of bit sequences. Sinke EGPRS systems with the TU3 NFH, TU50 NFH, and
a binary error sequence is simply a quantized version oR#@\275 NFH channels. All the simulation results are quite
soft error sequence, the suggested DPBGM in Fig. 1 withsatisfactory. In this manner, the reliability of the proposed
quantizer will generate binary error sequences. TherefomPBGM, as well as its applicability to coding systems eval-
this novel DPBGM can be considered as a general modgition, is validated.

which includes the previously presented DPBGM in [14]
for generating only binary error sequences as a special case.

Soft Error Burst Mapper|—
d Length Generator \b

S: led y
Deterministic > Threshold | bsﬂcﬂlirnr:cr

Detector q
Process N
Soft Error-Free Burst 7/P
Mapper
Length Generator

Fig. 1. The block diagram of the proposed DPBGM.
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IV. SIMULATION RESULTS ANDDISCUSSIONS

For brevity of presentation, only the simulation results for ‘ ‘ ‘
the EGPRS system with the TU3 IFH channel will be pre- s 10 armerto-intarence ratio (B) %

sented in this section. Other results are omitted here. Soft

error sequences of Iengfﬁt — 20 x 10° were generated Fig. 2: The BERs of the uncoded EGPRS system with the TU3 IFH chan-
by using the proposed DPBGM. The bit error rates (BERé)‘?I obtained from the descriptive model and the DPBGM.

the SEFRDs, the SECDs, the SEBDs and SEFBDs with

n = 800, the BEPDs with blocks of 116 bits1£116) per

TDMA burst, and the SDSDs calculated from the gener- -
ated error sequences were compared to those of the target T Descritve model (CIR-048),
error sequences. Fig. 2 depicts the simulated BERs of the 107} T DhEeN CR-esE)

uncoded EGPRS system with the TU3 IFH channels ob-
tained from both the descriptive model and the DPBGM.
As examples, the CIRs of 9 dB and 19 dB were selected,
which correspond to the typical BERs 53841 x 1072

and 4.7936 x 1073, respectively. In case of CIR=9 dB,
the ratioRg = 0.73865 and Ngp = 4263 soft error
bursts were obtained. With, = 0.01 and7, = 73.846 s, } .
the chosen parameter vector for the corresponding deter- ] ranas
ministic process wa¥ = (9, 10,0.09, 0.0856, 71.785 Hz, w0 — - . T —
0.71593 ms). For CIR=19 dBRp = 0.093488 and Soft error cluster length

Ngp = 2006 hold. The chosen parameter vector was= o o
(9,10,0.09,0.21288,52.841 Hz, 0.30635 ms). Figs. 3_F|g.3: The soft error cluster distributions of the descriptive model and the
5 show the corresponding SECDs, the BEPDs, and tRBECM (CIR=9 dB and CIR=19 dB).

SDSDs of the descriptive model and the DPBGM, respec-
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Fig. 4: The block error probability distributions of the descriptive moddFig. 6: The RLC data FERs of the coded EGPRS system with hard and
and the DPBGM (CIR=9 dB and CIR=19 dB). soft decision decoding algorithms obtained from the descriptive model and
the DPBGM.
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Fig. 7: The RLC data RBERSs of the coded EGPRS system with hard and

soft decision decoding algorithms obtained from the descriptive model and
the DPBGM.

V. CONCLUSIONS

In this paper, we have ShO\{VI’] that _dgterministic Processes k. swarts and H. C. Ferreira, “Markov characterization of channels
are applicable to the modeling of digital wireless channels

with soft decision outputs. The developed fast soft bit gen-
erative model is simply a properly parameterized and sanf?l
pled deterministic process followed by a threshold detector
and two parallel mappers. With an additional quantizer, thf9
proposed DPBGM is also capable of generating hard bit er-
ror sequences. The reliability of the suggested DPBGM is
confirmed by the excellent match of all interested burst er-
ror statistics to those of the underlying descriptive model, &$]
well as performance simulations of coded EGPRS systems

obtained from the target and generated error sequences
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