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ABSTRACT

To speed up simulations for the performance evaluation of
error control strategies, there is a need of developing error
models for digital wireless channels. In this paper, uncoded
enhanced general packet radio service (EGPRS) systems
with typical urban (TU) channels and rural area (RA) chan-
nels are adopted to provide target soft error sequences. A
realistic deterministic process based generative model (DP-
BGM) is then proposed for the modeling of the underlying
digital channels with soft decision outputs. Simulation re-
sults demonstrate that the proposed DPBGM can approxi-
mate very well the statistical behavior of the target soft error
sequences with respect to the soft error-free run distribution
(SEFRD), soft error cluster distribution (SECD), soft error
burst distribution (SEBD), soft error-free burst distribution
(SEFBD), block error probability distribution (BEPD), and
soft decision symbol distribution (SDSD). An attractive ad-
vantage of the suggested model is its capability to generate
also hard bit error sequences by using a quantizer. The veri-
fication made by the simulated frame error rates (FERs) and
residual bit error rates (RBERs) of coded EGPRS systems
further confirms the reliability of the novel DPBGM.

I. I NTRODUCTION

In digital wireless communication systems, the effect of the
channel impairments tends to introduce distortion into the
transmission process in such a way that errors are grouped
together in bursts. Thus, it is necessary to employ proper
error control strategies in order to obtain the required qual-
ity of service. For the effective “control” of errors through
coding techniques, the study of the statistical structure in
error occurrences is a prerequisite. Error models for char-
acterizing burst error statistics have therefore been devel-
oped, based on either a descriptive approach [1] or a gener-
ative approach [2]. A generative model allows a fast gener-
ation of long error sequences compared with a descriptive
model, which often obtains target error sequences by com-
puter simulations of the overall communication link.

In the literature, most of the generative models [2–6] can
only simulate the occurrence of binary or hard bit errors.
It is widely accepted that the use of soft decision decoding
algorithms can greatly improve the performance of channel
coding schemes. In this framework, the hard bit generative
models become useless. Recently, hidden Markov models
[7–9] and chaos models [9] were presented for the simula-
tion of digital wireless channels with soft decision outputs.
In [10–14], sum-of-sinusoids based deterministic processes
[15] were successfully applied to develop generative mod-
els capable of producing binary error sequences. The aim

of this paper is to develop a realistic DPBGM which allows
us to generate soft error sequences with desired burst error
statistics. It is important to mention that the proposed DP-
BGM is such a general model that it also has the capability
to produce binary error sequences by simply adding a quan-
tizer. The accuracy of the suggested modeling approach is
further validated by the close agreement of the performance
simulations of coded EGPRS systems obtained from the tar-
get and generated error sequences.

II. T HE DESCRIPTIVEMODEL AND RELEVANT

BURST ERRORSTATISTICS

In this paper, EGPRS systems were adopted as the refer-
ence transmission systems. The underlying digital chan-
nels all include a Gaussian minimum shift keying (GMSK)
modulator, a propagation channel with co-channel interfer-
ence, a GMSK demodulator, and a Viterbi equalizer, which
delivers 4-bit soft decision outputs. The transmissions were
carried out in time-division multiple access (TDMA) bursts
of 116 bits with a transmission rate ofFs =270.8 kb/s. Let
us refer to the deployed propagation channels as NAMEx,
where NAME is the name of the particular channel, and
x is the vehicle speed in km/h [16]. Also, no frequency
hopping (NFH) or ideal FH (IFH) can be used. Here, IFH
implies perfect decorrelation between TDMA bursts [16].
In this paper, four propagation channel profiles as specified
in [16] will be considered, namely, TU3 IFH, TU3 NFH,
TU50 NFH, and RA275 NFH. The target soft error se-
quences of lengthNt = 15× 106 were produced at carrier-
to-interference ratios (CIRs) of 5 dB, 7 dB, 8 dB, 9 dB, 11
dB, 13 dB, 15 dB, 17 dB, 19 dB, 21 dB, 23 dB, and 25 dB.
A soft error sequence is represented here by a sequence of
integers ranging from -8 to +7. A negative integer indicates
an error bit, while a nonnegative integer stands for a cor-
rectly received bit. The absolute value of an integer shows
the reliability of the decision.

In order to make statistical assessments of soft error se-
quences, some new terms and relevant burst error statistics
pertaining to soft decision outputs have to be introduced.
For reasons of consistency, we will consider the following
terms for soft error sequences analogous to the definitions
used for hard bit error sequences [13, 14]. A soft gap is
defined as a string of consecutive nonnegative integers be-
tween two negative integers, having a length equal to the
number of nonnegative integers. A soft error cluster is a
region where the negative integers (errors) occur consec-
utively and has a length equal to the number of negative
integers. A soft error-free burst is defined as a sequence of
nonnegative integers with a length of at leastη bits, where
η is a positive integer. A soft error burst is a sequence of



integers beginning and ending with a negative integer, and
separated from neighboring soft error bursts by soft error-
free bursts. With the above terms in mind, the following
burst error statistics will be investigated:

1) P (m+): the SEFRD, which is the probability that a
negative integer is followed by at leastm+ nonnega-
tive integers.

2) P (m−): the SECD, which is the probability that a
nonnegative integer is followed bym− or more neg-
ative integers.

3) PEB(me): the SEBD, which is the cumulative distri-
bution function (CDF) of soft error burst lengthsme.

4) PEFB(mē): the SEFBD, which is the CDF of soft
error-free burst lengthsmē.

5) P (m,n): the BEPD, which is the probability that a
block ofn bits will contain at leastm errors.

6) P (S): the SDSD, which is the CDF of soft decision
symbolsS ∈ [−8, +7].

To avoid a bit-by-bit processing of a soft error sequence,
it is sensible to compress the error data by listing the suc-
cessive soft error burst lengths and soft error-free burst
lengths. Consequently, a soft error burst recorderEBrec

and a soft error-free burst recorderEFBrec are obtained.
Here,EBrec is a vector which keeps a record of successive
soft error burst lengths, whileEFBrec records successive
soft error-free burst lengths. Let us denote the minimum
value asmB1 and the maximum value asmB2 in EBrec.
By analogy, the minimum value and the maximum value in
EFBrec are denoted asmB̄1 andmB̄2, respectively. For
the derivation of the generative model in Section III, it is
convenient to further define the following quantities:

1) NEB : the total number of soft error bursts, which
equals the number of entries inEBrec.

2) NEFB : the total number of soft error-free bursts,
which equals the number of entries inEFBrec.

3) NEB(me): the number of soft error bursts of length
me in EBrec. Apparently,

∑mB2
me=mB1

NEB(me) =
NEB holds.

4) NEFB(mē): the number of soft error-free
bursts of length mē in EFBrec. Similarly,∑mB̄2

mē=mB̄1
NEFB(mē) = NEFB holds.

5) RB : the ratio of the mean valueMEB of soft error
burst lengths to the mean valueMEFB of soft error-
free burst lengths, i.e.,RB = MEB/MEFB .

6) EBSi: a vector which records soft decision sym-
bols corresponding to each entry ofEBrec. Clearly,
i = 1, 2, . . . ,NEB . Note thatEBSi indicates the in-
frastructure of the corresponding soft error burst.

7) EFBSj : a vector which records soft decision symbols
corresponding to each entry ofEFBrec. Similarly,
j = 1, 2, . . . ,NEFB .

III. T HE GENERATIVE MODEL

It is commonly accepted that the second order statistics of
fading envelope processes are closely related to the statis-
tics of burst errors. This suggests the potential of develop-
ing generative models by using fading processes.

The idea of the proposed generative model is to de-
rive directly from a deterministic process a soft error burst

length generator and a soft error-free burst length genera-
tor. However, the employed deterministic processζ̃(t) has
to be properly parameterized and sampled with a certain
sampling intervalTA. The sampled deterministic process
ζ̃(kTA), wherek is a nonnegative integer, is then followed
by a threshold detector. Soft error-free bursts are produced
at the model’s output if the level of̃ζ(kTA) is above a given
thresholdrth. The lengths of the generated soft error-free
bursts equal the numbers of samples in the corresponding
inter-fade intervals of̃ζ(kTA). On the other hand, when the
level of ζ̃(kTA) falls belowrth, then this implies the oc-
currence of soft error bursts. The soft error burst lengths
equal the numbers of samples in the corresponding fading
intervals ofζ̃(kTA). Consequently, a soft error burst length
generator̃EBrec and a soft error-free burst length genera-
tor ẼFBrec are obtained. For the generative model, we use
similar notations to those introduced in Section II by simply
putting the tilde sign on all affected symbols, i.e., we write
m̃B1, ÑEFB , ÑEB(me), etc.

A. The Parametrization of the Deterministic Process

We determine the parameters of the deterministic process as
follows. The level-crossing rate (LCR)̃Nζ(rth) at the cho-
sen thresholdrth is adapted to the desired occurrence rate
REB = NEB/Tt of soft error bursts. Here,Tt = Nt/Fs

denotes the total transmission time of the reference trans-
mission system. Also, the ratiõRB of the average duration
of fades (ADF)T̃ζ−(rth) at rth to the average duration of
inter-fades (ADIF)T̃ζ+(rth) atrth is fitted to the desired ra-
tioRB = MEB/MEFB . Moreover, in order to detect most
of the level crossings and fading intervals at deep levels,
i.e.,rth ¿ 1, the sampling intervalTA must be chosen suf-
ficiently small. Let us consider the following continuous-
time deterministic process [15]

ζ̃(t) = |µ̃1(t) + jµ̃2(t)| (1)

where

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) , i = 1, 2 . (2)

In (2), Ni defines the number of sinusoids,ci,n, fi,n, and
θi,n are called the gains, the discrete frequencies, and the
phases, respectively. By using the method of exact Doppler
spread (MEDS) [15], the phasesθi,n are considered as re-
alizations of a random generator uniformly distributed over
(0, 2π], while ci,n andfi,n are given byci,n = σ0

√
2/Ni

and fi,n = fmax sin[π(n − 1/2)/(2Ni)], respectively.
Here,σ0 is the square root of the mean power ofµ̃i(t) and
fmax is the maximum Doppler frequency.

When using the MEDS withNi ≥ 7, it has been shown
in [15] that the LCRÑζ(r) of ζ̃(t) is very close to the LCR
Nζ(r) of a Rayleigh process, which is given by

Nζ(r) =

√
β

2π
pζ(r) , r ≥ 0 (3)

whereβ = 2(πσ0fmax)2 and

pζ(r) =
r

σ2
0

exp(− r2

2σ2
0

) , r ≥ 0 (4)



denotes the Rayleigh distribution. It can also be shown that
the ADFT̃ζ−(r) and the ADIFT̃ζ+(r) of ζ̃(t) approximate
very well the desired quantitiesTζ−(r) andTζ+(r), respec-
tively, of a Rayleigh process. They can be expressed as

Tζ−(r) =
√

2π

β

σ2
0

r

[
exp(

r2

2σ2
0

)− 1
]

, r ≥ 0 (5)

Tζ+(r) =
√

2π

β

σ2
0

r
, r ≥ 0 . (6)

Consequently, the ratiõRB can be determined as follows

R̃B =
T̃ζ−(rth)

T̃ζ+(rth)
≈ Tζ−(rth)

Tζ+(rth)
= exp(

r2
th

2σ2
0

)− 1 . (7)

Now, the task at hand is to find a proper parameter vector
Ψ = (N1, N2, rth, σ0, fmax, TA) in order to fulfill the fol-

lowing conditions:RB =
Tζ− (rth)

Tζ+ (rth) andREB = Nζ(rth).
To solve this problem, we first choose reasonable values for
N1, N2, andrth, e.g.,N1 = 9, N2 = 10, andrth = 0.09.

Then, performingRB =
Tζ− (rth)

Tζ+ (rth) , σ0 can be calculated

according to the following expression

σ0 =
rth√

2 ln(1 +RB)
. (8)

With the help of the relationREB = Nζ(rth), fmax is
given by

fmax =
NEB√

πσ0Ttpζ(rth)
(9)

which can finally be simplified as

fmax =
NEB(1 +RB)

Tt

√
2π ln(1 +RB)

. (10)

It is clear thatfmax is completely determined byNEB ,RB ,
andTt, but not influenced byrth andσ0. Concerning the
selection of the sampling intervalTA for small values of
rth, the following value

TA ≈ 4√
5π

Tζ−(rth)
√
−1 +

√
1 + 10qs/3 (11)

has turned out to be suitable [17]. Here,qs is a very small
quantity determining the maximum measurement error of
the LCR. This implies that the probability of undetectable
level crossings atrth is not larger thanqs. Using (5), (11)
can explicitly be expressed as

TA ≈
4σ0[exp( r2

th

2σ2
0
)− 1]

√
5πrthfmax

√
−1 +

√
1 + 10qs/3 . (12)

By using the obtained parameter vectorΨ, a sampled
deterministic process̃ζ(kTA) is generated within the nec-
essary time interval[0, T̃t], i.e., kTA ≤ T̃t. Here, T̃t =
TtÑt/Nt with Ñt denoting the required length of the gen-
erated soft error sequence. The total numbers of the gener-
ated soft error busts̃NEB and soft error-free bursts̃NEFB

can be estimated from̃NEB = b Ñt

Nt
NEBc andÑEFB =

b Ñt

Nt
NEFBc, respectively. Here,bxc stands for the nearest

integer tox towards minus infinity. In this manner, a soft
error burst length recorder̃EBrec with ÑEB entries and a
soft error-free burst length recorder̃EFBrec with ÑEFB

entries are derived.

B. The Mappers

We have found that the obtained recorders̃EBrec and
ẼFBrec are not suitable to directly generate an accept-
able SEBD and SEFBD, respectively. A proper proce-
dure is required to adapt the distributions of soft error
burst lengths and soft error-free burst lengths of the devel-
oped generative model to those of the descriptive model.
Two mappers are therefore introduced, which map the
lengths of the generated soft error bursts and soft error-
free bursts to the corresponding desired lengths, as ex-
plained subsequently. The idea of the mappers is to mod-
ify ẼBrec and ẼFBrec in such a way thatÑEB(me) =
N ′

EB(me) and ÑEFB(mē) = N ′
EFB(mē) hold, re-

spectively. Here,N ′
EB(me) equals b Ñt

Nt
NEB(me)c or

b Ñt

Nt
NEB(me)c+1 for different soft error burst lengthsme

in order to fulfill
∑mB2

me=mB1
N ′

EB(me) = ÑEB . Similarly,

N ′
EFB(mē) equalsb Ñt

Nt
NEFB(mē)c or b Ñt

Nt
NEFB(mē)c+

1 for different soft error-free burst lengthsmē to sat-
isfy

∑mB̄2
mē=mB̄1

N ′
EFB(mē) = ÑEFB . Note that the

resulting SEBDP̃EB(me) will be close to the desired
SEBD PEB(me), sinceÑEB(me) is almost proportional
to NEB(me). Also, the resulting SEFBD̃PEFB(mē) will
match well the desired onePEFB(mē).

Next, we will only concentrate on the procedure of prop-
erly modifying ẼBrec. The same procedure applies also
to ẼFBrec. For each soft error burst length valueme

(mB1 ≤ me ≤ mB2), we first find the corresponding val-
ues`1me

and`2me
(m̃B1 ≤ `1me

, `2me
≤ m̃B2) in ẼBrec to

satisfy the following conditions

`2me
−1∑

l=`1me

ÑEB(l) < N ′
EB(me) (13)

`2me∑

l=`1me

ÑEB(l) ≥ N ′
EB(me) . (14)

Let us define

N`2me
= N ′

EB(me)−
`2me

−1∑

l=`1me

ÑEB(l) . (15)

Clearly,
∑`2me

−1

l=`1me

ÑEB(l)+N`2me
= N ′

EB(me) holds. This

indicates that if we map all soft error burst lengths between
`1me

and`2me
−1, while onlyN`2me

soft error burst lengths of

`2me
in ẼBrec to me, thenÑEB(me) = N ′

EB(me) will be
satisfied. Note that̀1mB1

= m̃B1 and`2mB2
= m̃B2 hold.

In summary, the mapper for the soft error burst length gen-
erator works as follows: ifl (`1me

≤ l < `2me
−1) samples of

the deterministic process are observed in a fading interval,
then a mappingl → me is first performed and afterwards a
soft error burst with lengthme is generated.

C. The Generation of Error Sequences

From the modified recorders̃EBrec and ẼFBrec, a suit-
able approach is necessary to enable the generation of soft
error sequences. For generating soft error bursts, we first
have to find all vectorsEBSi corresponding to a soft error



burst lengthme in EBrec. Then, for all soft error bursts
with the same lengthme in ẼBrec, we randomly choose an
underlying infrastructure (soft decision symbols) from all
possible vectorsEBSi. With such a vectorEBSi, a soft
error burst of lengthme is generated. By analogy, for the
generation of soft error-free bursts, we need first to locate
all vectorsEFBSj corresponding to a soft error-free burst
lengthmē in EFBrec. Afterwards, the underlying infras-
tructure of a soft error-free burst with the same lengthmē

in ẼFBrec is at random selected from all possible vectors
EFBSj . In this manner, a soft error-free burst of length
mē is produced. The resulting soft error sequence is sim-
ply the combination of consecutively generated soft error
bursts and soft error-free bursts. The block diagram of the
obtained generative model is depicted in Fig. 1. We stress
that, although the simulation set-up phase (determining the
parameters and designing the mappers) of the DPBGM re-
quires relatively long time, the simulation run phase (gen-
eration of soft error sequences) is fast. This is due to the
fact that the DPBGM generates directly soft error burst and
soft error-free burst lengths instead of bit sequences. Since
a binary error sequence is simply a quantized version of a
soft error sequence, the suggested DPBGM in Fig. 1 with a
quantizer will generate binary error sequences. Therefore,
this novel DPBGM can be considered as a general model
which includes the previously presented DPBGM in [14]
for generating only binary error sequences as a special case.

S o f t  E r r o r  B u r s t  
L e n g t h  G e n e r a t o r

S o f t  E r r o r - F r e e  B u r s t
L e n g t h  G e n e r a t o r M a p p e r

M a p p e r
S o f t  E r r o r  
S e q u e n c eT h r e s h o l d

D e t e c t o r
   S a m p l e d
D e t e r m i n i s t i c
   P r o c e s s         

Fig. 1. The block diagram of the proposed DPBGM.

IV. SIMULATION RESULTS AND DISCUSSIONS

For brevity of presentation, only the simulation results for
the EGPRS system with the TU3 IFH channel will be pre-
sented in this section. Other results are omitted here. Soft
error sequences of length̃Nt = 20 × 106 were generated
by using the proposed DPBGM. The bit error rates (BERs),
the SEFRDs, the SECDs, the SEBDs and SEFBDs with
η = 800, the BEPDs with blocks of 116 bits (n=116) per
TDMA burst, and the SDSDs calculated from the gener-
ated error sequences were compared to those of the target
error sequences. Fig. 2 depicts the simulated BERs of the
uncoded EGPRS system with the TU3 IFH channels ob-
tained from both the descriptive model and the DPBGM.
As examples, the CIRs of 9 dB and 19 dB were selected,
which correspond to the typical BERs of5.3841 × 10−2

and 4.7936 × 10−3, respectively. In case of CIR=9 dB,
the ratioRB = 0.73865 andNEB = 4263 soft error
bursts were obtained. Withqs = 0.01 andT̃t = 73.846 s,
the chosen parameter vector for the corresponding deter-
ministic process wasΨ = (9, 10, 0.09, 0.0856, 71.785 Hz,
0.71593 ms). For CIR=19 dB,RB = 0.093488 and
NEB = 2006 hold. The chosen parameter vector wasΨ =
(9, 10, 0.09, 0.21288, 52.841 Hz, 0.30635 ms). Figs. 3–
5 show the corresponding SECDs, the BEPDs, and the
SDSDs of the descriptive model and the DPBGM, respec-

tively. The results for the SEFRDs, SEBDs, and SEFBDs
of both models are not shown here since they are very close
to each other. As expected, all these curves for the DPBGM
have very excellent agreements with the target ones.

To further illustrate the accuracy of the DPBGM, we ap-
plied it to the performance evaluation of a coded EGPRS
system with the TU3 IFH channel. The modulation and
coding scheme 3 (MCS3) [16] was chosen as a practical
example. Fig. 6 illustrates the resulting radio link con-
trol (RLC) data FERs of the coded EGPRS system with
hard and soft decoding algorithms obtained from the de-
scriptive model and the DPBGM. Here, one frame includes
4 TDMA bursts. It is clear that the FERs obtained from
the DPBGM coincide very well with those obtained from
the descriptive model. The same conclusion holds for the
RLC data RBERs, which are demonstrated in Fig. 7. The
RBER is the ratio of the number of errors detected over
the frames defined as “good” to the number of transmitted
bits in the “good” frames [16]. It is worth mentioning that
the obtained DPBGM has also been successfully applied to
the EGPRS systems with the TU3 NFH, TU50 NFH, and
RA275 NFH channels. All the simulation results are quite
satisfactory. In this manner, the reliability of the proposed
DPBGM, as well as its applicability to coding systems eval-
uation, is validated.
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V. CONCLUSIONS

In this paper, we have shown that deterministic processes
are applicable to the modeling of digital wireless channels
with soft decision outputs. The developed fast soft bit gen-
erative model is simply a properly parameterized and sam-
pled deterministic process followed by a threshold detector
and two parallel mappers. With an additional quantizer, the
proposed DPBGM is also capable of generating hard bit er-
ror sequences. The reliability of the suggested DPBGM is
confirmed by the excellent match of all interested burst er-
ror statistics to those of the underlying descriptive model, as
well as performance simulations of coded EGPRS systems
obtained from the target and generated error sequences.
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