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Abstract—This paper proposes a novel method for ergodic sum
rate analysis of spatial modulation (SM) systems with maximum
likelihood receiver. This method is developed based on the MT –
ary symmetric channel, where MT is the number of transmit
antennas. The probability of antenna detection error is approxi-
mated by the pair-wise error probability. Then, an approximation
to the ergodic sum rate of information transmission via SM with
maximum likelihood receiver is computed. It is demonstrated via
simulation that the proposed analysis method is able to provide
an excellent approximation to the ergodic sum rate of SM.
Keywords – Spatial modulation, MT –ary symmetric channel,
ergodic sum rate bounds.

I. INTRODUCTION

Antenna indices are recently utilized to convey information
in new multiple-input multiple-output (MIMO) transmission
schemes known as spatial modulation (SM) [1] and space shift
keying (SSK) [2], [3]. These schemes activate one antenna
only at each transmission instant and are able to provide a
number of benefits [1]–[6]. First, inter-channel interference
(ICI) can be mitigated as only one antenna is used. Second,
inter-antenna synchronization is largely simplified. Third, low
cost radio chain systems can be deployed in SM and SSK.
Last, receiver complexity can be reduced as compared with
the Bell Labs layered space-time (BLAST) scheme. There-
fore, SM is regarded as a potential technology for the fifth
generation (5G) wireless communication systems [7].
The performance of SM has been extensively discussed in

the literature. Bit error rate (BER) performance of SM with
perfect channel state information at the receiver (CSIR) was
studied in [1], [3], and [8]. In addition to perfect CSIR, the
BER performance of SM/SSK in the presence of imperfect
CSIR was investigated in [9]–[11]. Although the capacity of a
SSK system was investigated in [2], the maximum achievable
ergodic sum rates of SM have not been sufficiently investigated
in the literature. The authors in [12] discussed the maximum
achievable sum rate of SM, provided that continuous Gaussian
signals are assumed and a particular channel realization is
considered with a single receive antenna and perfect CSIR.

Considering a given channel realization, the mutual informa-
tion between the input and output signal vectors of SM systems
was derived and was shown to consist of two main parts.
While the first part concerns the information rate due to the
radiated (modulated) symbols similar to the case of conven-
tional MIMO systems, the second part involves the additional
information conveyed by antenna indices. An extension of [12]
from continuous Gaussian source signals to finite alphabet
inputs was given in [13]. In this work, the input signals
drawn from finite discrete constellations, such as M-ary phase
shift keying (M-PSK) modulation, pulse amplitude modulation
(PAM) and quadrature amplitude modulation (QAM), are
considered. The analysis in this work, however, is still based
on a single-antenna receiver and a given channel realization.
The maximum achievable sum rate of SM with multiple
transmit and receive antennas was later derived in [14]. By
appropriately projecting the MR-dimensional received vector,
with MR being the number of receive antennas, into a 1-
dimensional space, a sufficient statistic for detecting the active
antenna index was derived and was used for computation
of the information rate conveyed by the antenna indices.
Lower bounds of the achievable sum rate were also given.
Nevertheless, the above analysis was obtained based on a given
channel realization. The evaluation of the ergodic achievable
sum rate has not been studied in the literature. To fill this
research gap, the aim of this paper is to investigate ergodic
sum rates and multiplexing gain of SM with perfect CSIR
and maximum likelihood detector, with no restrictions on the
antenna numbers.
The contributions of this paper are listed as below:

1) A novel analysis method is proposed for ergodic sum
rate for SM. Especially, the mutual information between
the transmitter and receiver via antenna indices is cal-
culated using an MT -ary symmetric channel. Then, an
approximation of ergodic sum rate for SM with maximum
likelihood detectors is derived.

2) The probability of antenna detection errors is approxi-
mated with pair-wise error probabilities (PEP).
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3) It is demonstrated that the proposed approximation is able
to align excellently with simulation results.

The remainder of this paper is organized as follows. Sec-
tion II gives the general description of the SM system.
Section III calculates the ergodic sum rate of SM with the
maximum likelihood detector. Results are discussed in Section
IV and conclusions are drawn in Section V.

II. SYSTEM MODEL

Let us consider a SM system with MT transmit antennas
and MR receive antennas in an independently and identi-
cally distributed (i.i.d) block Rayleigh channel. In this case,
log2 MT bits will be carried by antenna indices. Let A be
a uniformly distributed random variable on the index set
J = {1, 2, · · · ,MT } representing the selected antenna index
to transmit SM symbols. In addition, we denote the channel
vector between the l-th transmit antenna (l ∈ J) and receive
array by hl. The kth (k = 1, 2, · · · ,MR) entry hkl in hl

follows the i.i.d unit-variance zero-mean complex Gaussian
distribution, i.e., hkl ∼ CN (0, 1). The set L of all channel
vectors can be listed as L = {h1,h2, · · · ,hMT

}.
Next, let us define a mapping g : J → L, g(l) = hl, ∀l ∈ J ,

as well as its inverse g−1 : L → J , g−1(hl) = l. Hence, J and
L are isomorphic. The mappings g and g−1 can be regarded
as the encoding and decoding functions for the information
conveyed by antenna indices. In addition, the transmitted
symbol X is a random variable. The received symbol Y can
be obtained as

Y = HX +N (1)

where N is a random vector whose entries are i.i.d zero-mean
complex Gaussian random variables with variance 1/ρ, ρ is
the signal-to-noise ratio (SNR), and H is the encoded antenna
index with H = g(A).
Assuming perfect CSIR, the maximum likelihood SM de-

tector in [15] is applied to the detection of antenna index Ĥ
and transmitted symbol X̂,



Ĥ, X̂


= argmax
H∈L,X

e−
Y −HX2

F

2σ2

= argmin
H∈L,X

Y −HX2F. (2)

where σ2 is the noise power and || · ||F is the Frobenius norm.

III. ERGODIC SUM RATE ANALYSIS

In this paper, the ergodic sum rate of spatial modulation
RSM is defined as the average mutual information between
the source and destination. Channel state information is not
assumed at the transmitter. Additionally, without loss of gen-
erality, bandwidth is assumed to be normalized. From (1), it
can be observed that a SM system can be regarded as a noisy
multiple access channel.

The ergodic sum rate of spatial modulation RSM can be
approximated by

RSM = E [max I(X,A;Y )]

= E [max I(X ;Y |A)] + E [max I(A;Y )]

≈ R1 +R2 (3)

where

R1 = E [max I(X ;Y |A)] (4)

R2 = E [max I(A;Y |X)] . (5)

Therefore, the ergodic sum rate of SM is approximated as long
as R1 and R2 are obtained.

A. Calculation of R1

As J and L are isomorphic, the value of R1 can be
computed via the well-known channel capacity RSIMO of a
single-input multiple-output (SIMO) system, when the trans-
mitted symbol X follows the Gaussian distribution, i.e., X ∼
N (0, 1). Then, R1 can be calculated as

R1(ρ) = E [max I(X ;Y |A)]
= E [max I(X ;Y |H)]

= E



1

MT

MT


l=1

log2


1 + ρhl2F




= RSIMO. (6)

Let ξ be the combined power gain defined by ξ = ||hl||2F =
MR


k=1

|hkl|2. Based on the assumption that hkl is an i.i.d unit-

variance zero-mean complex Gaussian random variable, ξ
obeys the Chi-square distribution with degree 2MR. The
cumulative distribution function (CDF) FΞ(ξ) is expressed as

FΞ(ξ) =
1

(MR − 1)!
γ(MR, ξ) (7)

where γ(α, x) =
 x

0
tα−1e−tdt is the incomplete Gamma

function [16]. Therefore, R1 in terms of SNR ρ can be
computed as (9) where Ei (·) is the exponential integral [16]
defined by

Ei (−z) = −
 ∞

z

e−t

t
dt. (8)

It can be observed that the ergodic sum rate of SM is larger
than or equal to the that of SIMO.

B. Calculation of R2

The calculation of R2 is via the mutual information between
A and Y conditioned on X . When the transmitted symbol
X is given at the receiver, information is solely carried by
antenna indices. This part of information can be contaminated
by noise. If the decoded value of the antenna index is not equal
to the transmitted antenna index, the transmitted information
will have errors. The probability of error detection on antenna
indices depends on the noise level. Let p(H = Ĥ|X) be
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R1(ρ) =

∞


0

log2(1 + ρξ)dFΞ(ξ) =

∞


0

log2(1 + ρξ)
1

(MR − 1)!
ξMR−1e−ξdξ

=











− 1
ln 2Ei



− 1
ρ



exp


1
ρ



(MR = 1)

1
ln 2

MR−1


m=0

1
(MR−1−m)!



(−1)MR−m

ρMR−1−m Ei


− 1
ρ



exp


1
ρ



+
MR−1−m



k=1

(k−1)!

(−ρ)MR−1−m−k



(MR > 1),
(9)

Fig. 1. MT –ary channel formed by the information transmission via antenna
indices.

the probability of antenna detection error given X . Since
the channel vectors are i.i.d, we further assume that the
probabilities that antenna l is active and antenna q is detected
for all q = l give X are equal, i.e.,

p(H = hl, Ĥ = hq|X) =
p(H = Ĥ |X)

MT − 1
. (10)

As a result, the information transmission from source A to
destination Y |X can be abstracted as an MT –ary symmetric
channel as shown in Fig. 1. First, the source information A
carrying log2 MT bits is encoded by g to form H . Second,
H is sent through the channel to the destination. Third, given
X , the destination attempts recovering Ĥ|X , although part of
the information may be corrupted because of noise. Finally,
Y |X is decoded via Ĥ|X by mapping g−1. Also, it should be
noted that Y |X and Ĥ |X are isomorphic.
Channel capacity of an MT -ary symmetric channel can be

found in [17]. Therefore, the ergodic sum rate in an MT -ary
symmetric channel between A and Y given X is calculated
as

R2 = E [max I(A;Y |X)] = log2 MT − b[p(H = Ĥ |X)]

− p(H = Ĥ |X) log2(MT − 1)
(11)

where b[µ] = −µ log2 µ − (1 − µ) log2(1 − µ) is the binary
entropy function.
The calculation of p(H = Ĥ |X) may be difficult. However,

the PEP PEP(H = hl, Ĥ = hq|X = x) (transmitted antenna

index is l, received antenna index is q, transmitted symbol is
x) is easier to obtain [15]

PEP(H = hl, Ĥ = hq|X = x)

= γMR

a

MR−1


k=0



MR − 1 + k
k



(1 − γa)
k

(12)

where a = ρx2 and γa = 1
2



1−


a
2+a



.
According to the union bound method [18], the probability

p(H = Ĥ |X = x) of antenna detection error when X = x
should be upper bounded by

p(H = Ĥ |X = x) ≤


q =l

PEP(H = hl, Ĥ = hq|X = x).

(13)

However, it was reported in [15] that this upper bound is tight
when the SNR is moderate to high (ρ ≥ 10 dB). Therefore, to
simplify the computation, we approximate the probability of
antenna detection error given X = x by the sum of PEPs as

p(H = Ĥ |X = x) ≈


q =l

PEP(H = hl, Ĥ = hq|X = x)

= (MT − 1)γMR

a

MR−1


k=0



MR − 1 + k
k



(1− γa)
k. (14)

Consequently, p(H = Ĥ |X) is approximated by

p(H = Ĥ |X) ≈
∞


−∞

p(H = Ĥ|X = x)dFx(x). (15)

With the assumption that the transmitted symbol is Gaussian
distributed with zero mean and unit variance, the differentia-
tion of the CDF of X is

dFX(x) =
1√
2π

e−
x
2

2 dx. (16)

Thus, the integral in (15) can be evaluated via numerical
integrations. Finally, R2 can be computed by combining (11),
(14), and (15).

C. High SNR Approximation

In the high SNR regime, the probability of antenna detection
error tends to 0, i.e.,

lim
ρ→∞

P (H = Ĥ |X) → 0. (17)
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Consequently, the high SNR approximation of ergodic sum
rate of SM Ru

SM is expressed as [14]

lim
ρ→∞

Ru
SM = E



log2(ρhl2F)


+ log2 MT . (18)

Moreover, the multiplexing gain Gmul can be defined as the
ratio of the sum rate to the sum rate of SISO [19] in the high
SNR regime.

Gmul = lim
ρ→∞

RSM

RSISO
= lim

ρ→∞

∞


0

log2(1 + ρξ)dFΞ(ξ) + log2 MT

∞


0

log2(1 + ρz)dFZ(z)

= lim
ρ→∞

∞


0

log2(ρξ)dFΞ(ξ)

∞


0

log2(ρz)dFZ(z)

= lim
ρ→∞

∂
∂ρ

∞


0

log2(ρξ)dFΞ(ξ)

∂
∂ρ

∞


0

log2(ρz)dFZ(z)

= 1 (19)

where FZ(z) is the distribution function of exponential dis-
tributed random variables. The L’ Hospital rule is applied
to the above derivations. The multiplexing gain of SM is 1
because SM does not utilize multiple eigen channels. As a
result, spatial multiplexing is more appropriate for boosting
system ergodic sum rate than SM in the high SNR regime.

D. Ergodic Sum Rate of SSK

By setting R1 = 0, information is only transmitted via
antenna indices. In this case, the ergodic sum rate of SM
reduces to the ergodic sum rate of SSK. Therefore, the ergodic
sum rate RSSK of SSK can be approximated by

RSSK ≈ R2 = log2 MT − b[p(H = Ĥ|X)]

− p(H = Ĥ |X) log2(MT − 1). (20)

The ergodic sum rate of SSK is upper bounded by log2 MT .

IV. RESULTS AND ANALYSIS

Fig. 2 shows the probability of antenna detection error in
terms of SNR. The approximated probability in (15) is always
larger than the simulated probability because of the union
bound. It can be observed that the gap between approximation
and simulation reduces as SNR increases. The approximation
is tight when SNR is larger than 5 dB.
Ergodic sum rates of SM, SIMO, and SISO are compared in

Fig. 3. To begin with, both SM and SIMO are able to provide
significant improvement in terms of ergodic sum rate than
SISO. SM has a higher ergodic sum rate bound than SIMO
because of the additional information conveyed by antenna
indices. The approximation lim

ρ→∞
Ru

SM in (18) [14] aligns well

with simulation results when SNR is relatively high. However,
this approximation fails in the moderate SNR regime. Con-
versely, it can be observed that the proposed approximation
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Fig. 2. Probability of antenna detection error (MT = 4,MR = 16).
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Fig. 3. Comparisons of ergodic sum rate bounds among SM, SIMO, and
SISO (MT = 4,MR = 16).

of ergodic sum rate of SM aligns excellently with simulation
results. In the low SNR regime, the proposed approximation
of ergodic sum rate of SM approaches SIMO performance. In
the high SNR regime, the proposed approximation of ergodic
sum rate of SM approaches the approximation lim

ρ→∞
Ru

SM in

[14].
Moreover, ergodic sum rates between SM and SIMO with

respect to different receive antenna numbers are shown in Fig.
4. With a fixed number of transmit antennas, the increase of
receive antennas results in a boost in ergodic sum rates for both
SM and SIMO. However, SM outperforms SIMO by log2 MT

bps/Hz for the employment of antenna indices. Additionally,
the high SNR approximation lim

ρ→∞
Ru

SM of SM in (18) [14]

will over estimate the ergodic sum rates, while the proposed
approximation is tight to simulation results regardless the
number of receive antennas.
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Fig. 4. Comparisons of ergodic sum rate bounds between SM and SIMO
with respect to different receive antenna numbers (MT = 4, ρ = 10 dB).

V. CONCLUSIONS

This paper has proposed a novel method to analyze ergodic
sum rates of SM systems with maximum likelihood receivers.
This novel analysis method has divided the ergodic sum rate
of a SM system into two parts. The first part is calculated
via the ergodic sum rate of SIMO. The second part is cal-
culated via the mutual information in an MT–ary symmetric
channel. The probability of antenna detection error given the
transmitted symbol has been approximated by PEPs. It has
been demonstrated via simulations that the proposed analysis
method is able to provide better approximation than current
high SNR approximations in the literature. The proposed
approximation aligns excellently with simulation results in
both the high and low SNR regimes. In the future work, this
analysis method can be applied to calculation ergodic sum
rate of SM systems with other detection algorithms such as
zero forcing (ZF) algorithms and minimum mean squared error
(MMSE) detections. Also, the proposed analysis method can
be generalized to spatially correlated channels.
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